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Experimental Approach Abstract We evaluate supervised machine learning methods as tools for prediction of communication time of large parallel applications. Through these methods, we correlate time for different task mappings

to the corresponding network hardware counters in the context of two production applications, MILC and pF3D. The results from these machine learning regression algorithms are used to gain insight into the
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