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The Problem

In 1983 at STOC 1983 I saw Lipton talk on the
Chandra-Furst-Lipton paper
http://www.cs.umd.edu/~gasarch/TOPICS/ramsey/mpp.pdf

They posed the first problem in multi-party comm. complexity.
Their motivation was lower bounds on branching programs.

1. A1, . . . ,Ak each have a string of length n on their foreheads.
Ai has number ai .

2. They want to know if a1 + · · ·+ ak = 2n+1 − 1.

3. Easy Solution A1 says a2, A2 then computes sum and then
says YES if sum is 2n+1 − 1, NO if not.

4. Solution uses n + 1 bits of comm. Can we do better?

Let MPCC(k , n) be the multiparty comm complexity of this
problem. k is constant.

http://www.cs.umd.edu/~gasarch/TOPICS/ramsey/mpp.pdf
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Upper and Lower Bounds

They proved the following:
Notation χ(k ,N) is the min number of colors needed to color
{1, . . . ,N}k such that there are no monochromatic isosceles L’s.

Note χ(k,N) is an inverse Gallai-Witt number from Ramsey
Theory.

1. Upper Bound MPCC(k, n) ≤ lg(χ(k − 1, 2n)) + O(1) bits.

2. Lower Bound MPCC(k , n) ≥ lg(χ(k − 1, 2n)) + Ω(1) bits.

So we are done! the answer is lg(χ(k , 2n). Or are we?
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The Real Upper and Lower Bounds

PRO We have matching upper and lower bounds!

CON But. . . what are those bounds? Linear? Less?
PRO Using techniques of Ramsey theory they showed

ω(1) ≤ lg(χ(2, 2n)) ≤ O(
√
n) so ω(1) ≤ MPCC(3, n) ≤ O(

√
n)

PRO Upper bound of O(
√
n) is much better than naive n.

PRO This result inspired me to learn Ramsey Theory!
CON These bounds are far apart.

ω(1) ≤ lg(χ(k − 1, 2n)) or ω(1) ≤ MPCC(k , n)

PRO They used this for lower bounds on branching programs.
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Further Results

Beigel-Gasarch-Glenn (2006)
https://www.cs.umd.edu/~gasarch/BLOGBOOK/

foreheadserious.pdf

1. Ω(log log n) ≤ MPCC(3, n).

2. (∀k ∈ N)[MPCC(k, n) ≤ O(n1/(log2(k−1))].

Obvious Open Question Narrow the gaps.
Obvious Technique for Bill Gasarch Take a Poll!
My three P vs NP Poll went to over 100 people.
My one What is MPCC Poll went to 2 people.
The Results Jacob Fox and David Conlon both said
1) The answer is probably the upper bound.
2) Proving this will be difficult. Oh well.

https://www.cs.umd.edu/~gasarch/BLOGBOOK/foreheadserious.pdf
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A Different Open Question

Is there an easy proof that MPCC(3,n) < n?
Okay (and likely) that such a proof gives a weaker result than

√
n .

I posted on this and Dean Foster responded with a proof that

MPCC(3, n) <
n

2
+ O(1).
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MPCC(3,n) ≤ n
2
+ O(1)

Foster: https://www.cs.umd.edu/~gasarch/BLOGBOOK/DONE/

foreheadfun.pdf

1. A:a0 · · · an−1, B:b0 · · · bn−1, C:c0 · · · cn−1.

2. A says: c0 ⊕ bn/2, · · · , cn/2−1 ⊕ bn−1.

3. Bob knows ci ’s so he now knows bn/2, . . . , bn−1.
Bob knows ai ’s and ci ’s so he can compute
an/2 · · · an−1 + bn/2 · · · bn−1 + cn/2 · · · cn−1 = s + carry z

s = 1n/2: Bob says (MAYBE,z). s 6= 1n/2: Bob says NO.

4. Carol knows bi ’s so she now knows c0, . . . , cn/2−1.

Carol knows the carry bit z so she can compute
a0 · · · an/2 + b0 · · · bn/2 + c0 · · · cn/2 + z = t

t = 1n/2: Carol says YES. t 6= 1n/2: Carol says NO.

Can extend to get MPCC(k , n) ≤ n
k−1 + O(1).

https://www.cs.umd.edu/~gasarch/BLOGBOOK/DONE/foreheadfun.pdf
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2?

Caveat I have not defined easy rigorously.
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