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Chandra-Furst-Lipton (CFL) (1983): $(\frac{1}{2})$ protocol. [Source](https://www.cs.umd.edu/~gasarch/TOPICS/ramsey/mpp.pdf), [Source](https://www.cs.umd.edu/~gasarch/TOPICS/ramsey/expositionofCFG.pdf). They needed this lemma to get lower bounds in computer science. Better lower bounds were later proven using easier techniques. However, by then The Forehead Problem had taken on a life of its own.

CFL showed lower bound $\Omega(1)$.

Gasarch (2006): Lower Bound $\Omega(\log \log n)$.
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