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Abstract

Designing algorithms which are sublinear in space is an inevitable scenario when the input data
does not fit in the memory of available systems. In recent years, with the abundance of data and
the increasing demand for large scale data processing, the size of datasets easily surpasses that of
the typical machine’s memory. Examples of the problem domain vary from social network graphs
to DNA sequences. However, to address any problem subject to this restriction efficiently, we need
alternative models of computation as the traditional RAM model is no longer an option. In this
manuscript, we study sublinear space algorithms in two computation models, Massively Parallel
Computation and Streaming, that enable us to overcome this challenge.

During the last decade, the Massively Parallel computation (MPC) model attracted a consid-
erable amount of attention. The MPC model was originally proposed to provide a theoretical
foundation to algorithms implemented on modern large scale data processing frameworks such as
MapReduce, Hadoop, and Spark. The key idea behind this model, and also aforementioned frame-
works, is to use many machines to compensate for the shortage of space in individual machines.
In this model, the data is distributed among a set of machines each with a sublinear memory, and
the process is consisted of several rounds. In each round, machines perform an arbitrary amount
of computation on their local data independently. At the end of each round, machines can com-
municate with each other. We study the Edge Coloring problem in this model, and we show a
constant-round MPC algorithm can produce a proper coloring with almost optimal number of col-
ors. In addition, we come up with truly-sublinear MPC algorithms for multiple variants of the
String Matching problem in the presence of different wildcards {7, ‘+’, “*'}.

The Streaming model is yet another approach that allows us to process massive data in a
sublinear space. The streaming model was introduced earlier in comparison to MPC, and it is a
well-known model with a plethora of results already known about it. In contrast to MPC, there
is only one machine in the streaming model. The process is consisted of several passes, and the
input entries arrive sequentially and one by one in each pass. The machine needs to manage its
sublinear space while processing the entries upon arrival. The order by which the entries arrive
could be either random or adversarial. We study the FEdge Coloring problem in both random and
adversarial order, and we show there are 1-pass algorithms in the special “W-streaming” model,
with different guarantees for the number of colors used in each case. In the W-streaming model,
the output is also returned in a streaming fashion since the output of the edge coloring problem
has the same size as its input.
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Chapter 1

Introduction

Massively Parallel Computation. The MPC model [15] 43 53] is a popular abstraction of
modern large scale data processing frameworks such as MapReduce, Hadoop, Spark, etc. In this
model, there are M machines, each with a sublinear memory of S words that all run in parallel.
The input, a total of IV words, is initially distributed among the machines arbitrarily, which means
that N = O(M-S). In an ideal situation, both the number of machines and the local memory size
of each machine is asymptotically smaller than the input size, i.e., M = O(N?) and S = O(N'~%)
for some 0 < x < 1. However, in many graph problems we cannot always afford strictly sublinear
local space, especially because of sparse instances. An interesting choice of space for graph problems
is S = O(n) as the problem is neither too trivial nor impossible.

Following the initial step, the system proceeds in synchronous rounds wherein the machines
can perform any arbitrary local computation on their data and can also send messages to other
machines. The messages are then delivered at the start of the next round so long as the total
messages sent and received by each machine is O(S) for local machine space S. The main parameters
of interest are S and the round-complexity of the algorithm, i.e., the number of rounds it takes
until the algorithm stops. Furthermore, the total available space over all machines should ideally
be linear in the input size, i.e., M-S = O(N).
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Figure 1.1: An illustration of the data flow in the MPC model.



Streaming. In the standard graph streaming model, the edges of a graph arrive one by one
and the algorithm has a space that is much smaller than the total number of edges. A particularly
important choice of space is O(n)—which is also known as the semi-streaming model [35]—so that
the algorithm has enough space to store the vertices but not the edges. For edge coloring, the
output is as large as the input, thus, we cannot hope to be able to store the output and report
it in bulk at the end. For this, we consider a standard twist on the streaming model where the
output is also reported in a streaming fashion. This model is referred to in the literature as the
“W-streaming” model [33] 40]. We particularly focus on one-pass algorithms.

OUIDUESITRART - COCCCCCEEeeo
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(a) Streaming model (b) W-streaming model

Figure 1.2: A comparison of a regular streaming model, and a W-streaming model. In (a), the
output fits inside the memory. Therefore, the machine might store the output and report it in the
end. However, the size of output in (b) is much larger than the size of memory. Thus, the machine
needs to output respectively as soon as an input entry arrives (or at least output in small buffers).

Edge Coloring. A valid edge-coloring of a graph is an assignment of “colors” to its edges
such that no two incident edges receive the same color. The goal is to find a proper coloring that
uses few colors (Note that the maximum degree, A, is a trivial lower bound). In Chapter [2, we
revisit this fundamental problem in both models we defined earlier:

e Massively Parallel Computation. We give a randomized MPC algorithm that with high prob-
ability returns a A + O(A%/*) edge coloring in O(1) rounds using O(n) space per machine
and O(m) total space. The space per machine can also be further improved to pt=0M) if
A =21, Our algorithm improves upon a previous result of Harvey et al. [45].

e Graph Streaming. Since the output of edge-coloring is as large as its input, we consider a
standard variant of the streaming model where the output is also reported in a streaming
fashion. The main challenge is that the algorithm cannot “remember” all the reported edge
colors, yet has to output a proper edge coloring using few colors.

We give a one-pass 5(n)—space streaming algorithm that always returns a valid coloring and
uses 5.44A colors with high probability if the edges arrive in a random order. For adversarial
order streams, we give another one-pass O(n)-space algorithm that requires O(A?) colors.

String Matching. We study distributed algorithms for string matching problem in presence
of wildcard characters. Given a string T (a text), we look for all occurrences of another string P (a
pattern) as a substring of string 7. Each wildcard character in the pattern matches a specific class
of strings based on its type. String matching is one of the most fundamental problems in computer
science, especially in the fields of bioinformatics and machine learning. Persistent effort has led to
a variety of algorithms for the problem since 1960s.



With rise of big data and the inevitable demand to solve problems on huge data sets, there
have been many attempts to adapt classic algorithms into the MPC framework to obtain further
efficiency. In Chapter [3] we study the string matching problem using a set of tools translated to
MPC model. We consider three types of wildcards in string matching:

e ‘77 wildcard: In this setting, the pattern is allowed to contain special ‘?’ characters or don’t
cares that match any character of the text. String matching with don’t cares could be solved
by fast convolutions, and we give a constant round MPC algorithm for which by utilizing FFT
in a constant number of MPC rounds.

o ‘+’ wildcard: ‘+’ wildcard is a special character that allows for arbitrary repetitions of a char-
acter. When the pattern contains ‘4’ wildcard characters, our algorithm runs in a constant
number of MPC rounds by a reduction from subset matching problem.

o " wildcard: ‘¥ is a special character that matches with any substring of the text. When **’
is allowed in the pattern, we solve two special cases of the problem in logarithmic rounds.



Chapter 2

Edge Coloring

2.1 Introduction

Given a graph G(V, E), an edge coloring of G is an assignment of “colors” to the edges in F such
that no two incident edges receive the same color. The goal is to find an edge coloring that uses
few colors. Edge coloring is among the most fundamental graph problems and has been studied in
various models of computation, especially in distributed and parallel settings.

Denoting the maximum degree in the graph by A, it is easy to see that A colors are necessary
in any proper edge coloring. On the other hand, Vizing’s celebrated theorem asserts that A + 1
colors are always sufficient [76]. While determining whether a graph can be A colored is NP-hard,
a A + 1 coloring can be found in polynomial time [7, 38]. These algorithms are, however, highly
sequential. As a result, in restricted settings, it is standard to consider more relaxed variants of
the problem where more colors are allowed [4l, 111, 37, 411, [42] 144} 50, 57, 611, [63], [67].

In this paper, we study edge coloring in large-scale graph settings. Specifically, we focus on the
Massively Parallel Computations (MPC) model and the Graph Streaming model.

2.1.1 Massively Parallel Computation

The Model. The MPC model [15] 43} 53] is a popular abstraction of modern parallel frame-
works such as MapReduce, Hadoop, Spark, etc. In this model, there are N machines, each with a
space of § wordsE] that all run in parallel. The input, which in our case is the edge-set of graph
G(V, E), is initially distributed among the machines arbitrarily. Afterwards, the system proceeds
in synchronous rounds wherein the machines can perform any arbitrary local computation on their
data and can also send messages to other machines. The messages are then delivered at the start
of the next round so long as the total messages sent and received by each machine is O(S) for
local machine space S. The main parameters of interest are S and the round-complexity of the
algorithm, i.e., the number of rounds it takes until the algorithm stops. Furthermore, the total
available space over all machines should ideally be linear in the input size, i.e., S+ N = O(|E|).

Related Work in MPC. We have seen a plethora of results on graph problems ever since the
formalization of MPC. The studied problems include matching and vertex cover [3, 8, 19 3T, 39
58, 17, 21], maximal independent set [39, 45| 17, 2], vertex coloring [9, 26, 45|, 68, 69], as well as
graph connectivity and related problems [5], [6l (I8, 51, 13]. (This is by no means a complete list of
the prior works.)

!Throughout the paper, the stated space bounds are in the number of words that each denotes O(logn) bits.



We have a good understanding of the complexity of vertex coloring in the MPC model, especially
if the local space is near linear in n: Assadi et al. [9] gave a remarkable algorithm that using O(n)
space per machine, finds a (A 4 1) vertex coloring in a constant number of rounds. The algorithm
is based on a sparsification idea that reduces the number of edges from m to O(nlog®n). But this
algorithm alone cannot be used for coloring the edges, even if we consider the more relaxed (2A—1)
edge coloring problem which is equivalent to (A + 1) vertex coloring on the line graph. The reason
is that the line-graph has O(m) vertices where here m is the number of edges in the original graph.
Therefore even after the sparisification step, we have 6(m) vertices in the graph which is much
larger than the local space available in the machines.

Not much work has been done on the edge coloring problem in the MPC model. The only
exception is the algorithm of Harvey et al. [45] which roughly works by random partitioning the
edges, and then coloring each partition in a different machine using a sequential (A + 1) edge
coloring algorithm. The choice of the number of partitions leads to a trade-off between the number
of colors used and the space per machine required. The main shortcoming of this idea, however,
is that if one desires a A + O(Al_Q(l)) edge coloring, then a strongly super linear local space of
nA2(M) s required.

Our main MPC result is the following algorithm which uses a more efficient partitioning. The
key difference is that we use a wvertex partitioning as opposed to the algorithm of Harvey et al.
which partitions the edges.

Result 1 (Theorem [2.2.1)). There exists an MPC algorithm that using O(n) space per machine
and O(m) total space, returns a A 4+ O(A3/4) edge coloring in O(1) rounds.

The algorithm exhibits a tradeoff between the space and the number of colors (see Theo-
rem[2.2.1)) and can be made more space-efficient as the maximum degree gets larger. For instance, if
A > nf for any constant e > 0, it requires a strictly sublinear space of n' =% to return a A+ o(A)
edge coloring in O(1) rounds. This is somewhat surprising since all previous non-trivial algorithms
in the strictly sublinear regime of MPC require w(1) rounds.

Our algorithm can also be implemented in O(1) rounds of Congested Clique, leading to a
A+ 5(A3/ 4) edge coloring there. Prior to our work, no sublogarithmic round Congested Clique
algorithm was known even for (2A — 1) edge coloring.

2.1.2 Streaming

The Model. In the standard graph streaming model, the edges of a graph arrive one by one
and the algorithm has a space that is much smaller than the total number of edges. A particularly
important choice of space is 6(n)—which is also known as the semi-streaming model [35]—so that
the algorithm has enough space to store the vertices but not the edges. For edge coloring, the
output is as large as the input, thus, we cannot hope to be able to store the output and report
it in bulk at the end. For this, we consider a standard twist on the streaming model where the
output is also reported in a streaming fashion. This model is referred to in the literature as the
“W-streaming” model [33] 40]. We particularly focus on one-pass algorithms.

Designing one-pass W-streaming algorithms is particularly challenging since the algorithm can-
not “remember” all the choices made so far (e.g., the reported edge colors). Therefore, even the
sequential greedy algorithm for (2A — 1) edge coloring, which iterates over the edges in an arbitrary
order an assigns an available to each color upon visiting it, cannot be implemented since we are
not aware of the colors used incident to an edge.



Our first result is to show that a natural algorithm w.h.pE] provides an O(A) edge coloring if
the edges arrive in a random-order.

Result 2 (Theorem D . If the edges arrive in a random-order, there is a one-pass 9] (n) space
W-streaming edge coloring algorithm that always returns a valid edge coloring and w.h.p. uses
(2e + 0(1))A ~ 5.44A colors.

If the edges arrive in an arbitrary order, we give another algorithm that requires more colors.

Result 3 (Theorem . For any arbitrary arrival of edges, there is a one-pass 5(71) space
W-streaming edge coloring algorithm that succeeds w.h.p. and uses O(A2) colors.

These are, to our knowledge, the first streaming algorithms for edge coloring.

2.2 The MPC Algorithm

In this section, we consider the edge coloring problem in the MPC model. Our main result in this
section is an algorithm that achieves the following:

Theorem 2.2.1. For any parameter k (possibly dependent on A) such that n/k > logn, there
exists an MPC algorithm with O(% + ¥/ Alogn/k) space per machine and O(m) total space that
w.h.p. returns a A + O(vVkAlogn) edge coloring in O(1) rounds.

By setting k = V/A+logn, the space required per machine will be O(n) and the number of colors
would be A 4+ O(A%/*). Using a reduction from [I6], this also leads to an O(1) round Congested
Clique algorithm using the same number of colors.

Corollary 2.2.2. There exists a randomized MPC algorithm with O(n) local space, as well as a
Congested Clique algorithm, that both w.h.p. find a A+ O(A3/4) edge coloring in O(1) rounds.

Q1) by setting k = A%5F¢ for a small enough constant € € (0,1),

1-0(1) machine space, which is notably

Moreover, assuming that A = n
we get the following O(1) round algorithm which requires n
strictly sublinear in n:

Corollary 2.2.3. If A = n®*(1) | there exists a randomized MPC algorithm with O(n/A*) = nt=Ub)
space per machine and O(m) total space that w.h.p. returns a A + O(A%7</2) edge coloring in
O(1) rounds.

The Idea Behind the Algorithm. The first step in the algorithm is a random partition-
ing of the wertex set into k groups, Vi,...,V;. We then introduce one subgraph for each ver-
tex subset, called Gy,...,Gg, and one subgraph for every pair of groups which we denote as
Gi2,--.,G1 k-, Gr—1 - Any such Gj is simply the induced subgraph of G on V;. Moreover, any
such G ; is the subgraph on vertices V; U V;, with edges with one point in V; and the other in Vj.

The general idea is to assign different palettes, i.e., subsets of colors, to different subgraphs so
that the palettes assigned to any two neighboring subgraphs (i.e., those that share a vertex) are
completely disjoint. A key insight to prevent this from blowing up the number of colors, is that
since any two edges from G; j and Gy j with ¢ # ¢ and j # j' cannot share endpoints by definition,
it is safe to use the same color palette for them.

2Throughout, we use “w.h.p.” to abbreviate “with high probability” implying probability at least 1 — 1/ poly(n).



To assign these color palettes, we consider a complete k-vertex graph with each vertex v; in
it corresponding to partition V; and each edge (v;,v;) in it corresponding to the subgraph Gj ;.
We then find a k edge coloring of this complete graph, which exists by Vizing’s theorem since
maximum degree in it is £ — 1. This edge coloring can actually be constructed extremely efficiently
using merely the edges’ endpoint IDs. Thereafter, we map each of these k colors to a color palette.
By carefully choosing k£ and the number of colors in each palette, we ensure that: (1) The total
number of colors required is close to A. (2) Each subgraph G ; can be properly edge-colored with
those colors in its palette. (3) Each subgraph fits the memory of a single machine so that we can
put it in whole there and run the sequential edge coloring algorithm on it.

Algorithm 1: An MPC algorithm for edge coloring.

1 Parameter: k.;
Output: An edge coloring of a given graph G = (V, E) with maximum degree A using ¥ := A + dv/kAlogn colors
for some large enough constant d.
2 Independently and u.a.r. partition V into k subsets Vi,...,Vi.;
For every i € [k], let G; be the induced subgraph of G on V;.;
4 For every i,j € [k] with ¢ # j, let G; ; be the subgraph of G including an edge e € E iff one end-point of e is in V;
and the other is in Vj.;
5 Partition [¥] into k + 1 disjoint subsets C1,...,Ck, C’, which we call color palettes, in an arbitrarily way such that

w

each palette has exactly kLH colors.;

6 for each graph G; in parallel do
7 ‘ Color G; sequentially in a single machine with palette C’.;
8 end
// In what follows, we implicitly construct a k edge coloring of a complete k-vertex graph K} and assign palette Cy
to subgraph G; ; where « is the color of edge (7,j) in K.
9 for each graph G; ; in parallel do
10 ‘ Color G, sequentially in a machine with palette Co, where a = ((¢ 4 j) mod k) 4+ 1,;
11 end

The algorithm outlined above is formalized as Algorithm [I] We start by proving certain bounds
on subgraphs’ size and degrees.

Claim 2.2.4. W.h.p., every subgraph of type G; or G;; has mazimum degree % + O(y/Alog %)
and has at most 0(7}7@ + 2/ Alogn/k) edges.

Proof. Let us start with bounding the degree of an arbitrary vertex v € V; in subgraph G;. The
degree of vertex v in G; is precisely the number of its neighbors that are assigned to partition V;.
Since there are k partitions, the expected degree of v in G; is degg(v)/k < A/k. Furthermore,
since the assignment of vertices to the partitions is done independently and uniformly at random,
by a simple application of Chernoff bound, v’s degree in G; should be highly concentrated around
its mean. Namely, with probability at least 1 —n~2, it holds that degg, (v) < % + O(y/Alogn/k).
Now, a union bound over the n vertices in the graph, proves that the degree of all vertices in their
partitions should be at most 2 + O(y/Alogn/k) with probability 1 — 1/n.

Bounding vertex degrees in subgraphs of type G ; also follows from essentially the same argu-
ment. The only difference is that we have to union bound over n - k choices, as we would like to
bound the degree of any vertex v with say v € V; in k subgraphs Gj1,...,G; . Nonetheless, since
k < n, there are still poly(n) many choices to union bound over. Thus, by changing the constants
in the lower terms of the concentration bound, we can achieve the same high probability result.

Finally, we focus on the number of edges in each of the subgraphs. Each partition V; has
n/k vertices in expectation since the n vertices are partitioned into k groups independently and
uniformly at random. A simple application of Chernoff and union bounds, implies that the number
of vertices in each partition V; is at most O(%) w.h.p., so long as n/k > logn, which is the case.
Since the number of edges in each partition is less than the number of vertices times max degree,



combined with the aforementioned bounds on the max degree, we can bound the number of edges
in G; and G ; for any i and j by

n A A nA n [A
o(k)'o<k+ klogn>20<k2+k klogn),

which is the claimed bound. OJ

Next, observe that we use palettes C1,...,Cri1,C’, each of size kiﬂ to color the subgraphs.
We need to argue that the maximum degree in each subgraph is at most kl“ —1 to be able to argue
that using Vizing’s theorem in one machine, we can color any of the subgraphs with the assigned
palettes. This can indeed be easily guaranteed if the constant d is large enough:

Observation 2.2.1. If constant d in Algorithm[1] is large enough, then mazimum degree of every
graph is at most —— — 1, w.h.p.

k+1
Proof. We have ¥ = A + dv/kAlogn in Algorithm |1} therefore:

v A dyvkAlogn A
Frl kil w1 & T OWAleen/k),

where the hidden constants in the second term of the last equation can be made arbitrarily large
depending on the choice of constant d. On the other hand, recall from Claim that the
maximum degree in any of the subgraphs is also at most % + O(y/Alogn/k). Thus, the palette
sizes are sufficient to color the subgraphs if d is a large enough constant. O

We are now ready to prove the algorithm’s correctness.
Lemma 2.2.5. Algom'thm returns a proper edge coloring of G using A + O(y/kAlogn) colors.

Proof. The algorithm clearly uses ¥ = A + O(v/kATlogn) colors, it remains to argue that the
returned edge coloring is proper. Each subgraph (of type G; or G; ;) is sent to a single machine
and edge-colored there using the palette that it is assigned to. Since by Observation [2.2.1] each
palette has at least A’ + 1 colors for A’ being the max degree in the subgraphs, there will be no
conflicts in the colors associated to the edges within a partition. We only need to argue that two
edges e and f sharing a vertex v that belong to two different subgraphs are not assigned the same
color. Note that all subgraphs of type G; are vertex disjoint and all receive the special color palette
C’, thus there cannot be any conflict there. To complete the proof, it suffices to prove that any
two subgraphs G; ; and Gy j that share a vertex receive different palettes. Note that in this case,
either © = 7’ or 7 = j' by the partitioning. Assume w.l.o.g. that i = ¢’ and thus ;7 # ;. Based on
Algorithm [1] for G; ; and Gy j+ to be assigned the same color palette, it should hold that

((i+7) mod k) +1 = ((i' +5') mod k) + 1.

Since ¢ = #', this would imply that (j mod k) = (j' mod k), though this would not be possible
given that both j and j" are in [k] and that j # j'. Therefore, any two subgraphs that share a
vertex receive different palettes and thus there cannot be any conflicts, completing the proof. [

Next, we turn to prove the space bounds.

Lemma 2.2.6 (Implementation and Space Complexity). Algorithm (1| can be implemented with
total space O(m) and space per machine of O(% + 72/ Alogn/k) w.h.p.



Proof. We start with an implementation that uses the specified space per machine but can be
wasteful in terms of the total space, then describe how we can overcome this problem and also
achieve an optimal total space of O(m).

We can use k+ (g) machines, each with a space of size O(% + 7/ Alogn/k) to assign colors to
the edges in parallel. The first my, ..., m; machines will be used for edge coloring on G1, Go, ..., Gk
respectively. The other myy1,. .., My () machines will be used for edge coloring on the G; ; graphs.

Lemma m already guarantees that each subgraph has size O(% + F/Alogn/k) w.h.p., and
thus fits the memory of a single machine.

In the implementation discussed above, since the machines use O(nA/k2) space and there are
O(k?) machines, the total memory can be O(nA) which may be much larger than O(m). This
is because we allocate O(nA/k?) space to each machine regardless of how much data it actually
received. Though, observe that each edge of the graph belongs to exactly one of the subgraphs,
i.e., the machines together only handle a total of O(m) data. So we must consolidate into fewer
machines. We do this by putting multiple subgraphs in each machine.

We start by recalling a sorting primitive in the MPC model which was proved in [43]. Basically,
if there are N items to be sorted and the space per machine is N1, then the algorithm of [43]
sorts these items into the machines within O(1) rounds. To use this primitive, we first label each
edge e = (u,v) of the graph by its subgraph name (e.g. G; or G; ;) which can be determined solely
based on the end-points of the edge. After that, we sort the edges based on these labels. This way,
all the edges inside each subgraph can be sent to the same machine within O(1) rounds while also
ensuring that the total required space remains O(m). ]

The algorithm for Theorem [2.2.1] was formalized as Algorithm [I] We showed in Lemma [2.2.5
that the algorithm correctly finds an edge coloring of the graph with the claimed number of colors.
We also showed in Lemma [2.2.6| that the algorithm can be implemented with O(m) total space and
O(% + %\/ Alogn/k) space per machine. This completes the proof of Theorem

2.3 Streaming Algorithms

We start in Section by describing our streaming algorithm and its analysis when the arrival
order is random. Then in Section we give another algorithm for adversarial order streams.

2.3.1 Random Edge Arrival Setting

In this section, we give a streaming algorithm for O(A) edge coloring using 5(71) space where the
edges come in a random stream. That is, a permutation over the edges is chosen uniformly at
random and then the edges arrive according to this permutation.

We first note that if A = O(log n) then the problem is trivial as we can store the whole graph and
then report a A+1 edge coloring (even without knowledge of A). As such, we assume A = w(logn).

The algorithm — formalized as Algorithm 2] — maintains a counter ¢, for each vertex v. At any
point during the algorithm, this counter ¢, basically denotes the highest color number used for the
edges incident to v so far, plus 1. Therefore, upon arrival of an edge (u,v), it is safe to color this
edge with max(c,, ¢,) as all edges incident to u and v have a color that is strictly smaller than this.
Then, we increase the counters of both v and u to max(cy,¢,) + 1. It is not hard to see that the
solution is always a valid coloring, in the remainder of this section, we mainly focus on the number
of colors required by this algorithm and show that w.h.p., it is only O(A) for random arrivals.

We start by noting that this algorithm can actually be extremely bad if the order is adversarial.
To see this, consider a path of size n. In an adversarial stream where the edges arrive in the order
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Algorithm 2: Edge coloring for random streams.

Result: A feasible coloring C : E — [¥] for a given graph G = (V, E) with maximum degree A in a random stream
cy+— 0 Yvev,
while (u,v) is read from stream do
C(u,v) < max(cu, cv);
Cu, oy  Clu,v) + 1;
end

A W N

of the path, Algorithm [2| uses as many as n — 1 colors while the maximum degree is only 2! It is
easy to see why this example is very unlikely to occur in random order streams: For a fixed path,
it is very unlikely that the edges are randomly ordered in this very specific way.

To make this intuition rigorous for general graphs, we first prove the following crucial lemma
which gives us the correct parameter to bound.

Lemma 2.3.1. Let ¥ be the size of the longest monotone (in the order of arrival) path in the
line-graph of G. Then Algorithm[3 uses exactly U colors.

Proof. Take a monotone path vy, ve,...,vy in the line-graph of G and let eq,eo,..., ey be the
edges of the original graph that correspond to these vertices respectively, i.e., e; arrives before es
which arrives before es and so on. Since for any ¢, v; and v; 1 are neighbors in the line-graph, then
e; and e;41 should share an end-point v. This means that at the time of arrival of e;y1, we have
¢y > C(e;) + 1 which in turn, implies C(ew) > C(ew—1) > ... > C(e1). Therefore, C(ey) > V.

On the other hand, suppose that there is an edge e; = (u,v) for which C(e;) = ¥ in Algorithm 2]
This means that at least one of ¢, or ¢, equals ¥ when e; arrives, say ¢, w.l.o.g. Let ea be the last
edge incident to u that has arrived before e;. It should hold that C(es) = ¥ — 1. Using the same
argument, for each 1 < ¢ < U, we can find a neighboring edge e; such that C(e;) = C(e;—1) — 1.
This way, we end up with a sequence e, ..., ey of edges, the path corresponding to this sequence
in the line graph will be a monotone path of length ¥, completing the proof. ]

Theorem 2.3.2. There is a streaming edge coloring algorithm that for any graph G = (V, E) uses
at most (2e + €)A ~ 5.44A colors w.h.p. for any constant € > 0 given that the edges in E arrive in
a random order.

Proof. We first prove that Algorithm [2] gives us a feasible coloring of graph G. Consider two
edges e; = (u,v) and es = (u,?v’) incident to vertex u such that e; appears earlier than es in the
stream. For any edge e we represent by C(e) the color assigned to that by the algorithm. After the
algorithm colors e; with C(ey), it sets ¢, to C(e1) + 1. Thus, ¢, is at least C(e1) + 1 when eg arrives
and C(e2) > C(e1) + 1 consequently. Therefore, C(e2) > C(e1) for any pair of edges incident to a
common vertex, and C is a feasible coloring.

Next, for some constant a that we fix later, we show that the probability that an edge is assigned
a color number at least aA is at most n~¢ for some constant ¢ > 2, implying via a union bound
over all the edges that indeed w.h.p., ¥ < aA.

We showed in Lemma that if the number of colors ¥ used is aA, then there should exist
a monotone path in the line-graph with size at least aA. Let eg, es,...,eqa be the corresponding
edges to this path. Thus, it suffices to bound the probability of this event. Let II denote the set of
all such paths in the line graph. For a specific path © € II, the probability that it is monotone is
1/(aA)l. Call this event X . On the other hand, we can upper bound the number of such paths
by (2A)%2 ie., [I| < (2A)*2. This follows from the fact that each path should start from the
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Clique Size | 100 200 300 400 500 600 700 800 900 1000
Colors Used | 3.363A | 3.563A | 3.665A | 3.717A | 3.756A | 3.787A | 3.815A | 3.838A | 3.849A | 3.863A

Table 2.1: The number of colors used by Algorithm |2[ on cliques averaged over 100 trials.

corresponding vertex to eg in the line-graph, and that maximum degree in the line graph is 2A —2
(which is the upper bound on the number of neighboring edges to each edge). Thus:

(QA)O‘A

Pr[C(eg) > aA] = Pr] \/ Xr] < Z PriX; =1] < (aA)!

mell mell

where the last inequality is obtained by replacing Pr[ X = 1] and |II| by the aforementioned bounds.
Taking the logarithm of each side of the inequality, we get

In(Pr[C(ep) > aA]) < aAlIn(2A) — In((aA)!)

(
<aAln(2A) — ((eA +1/2) In(aA) — aA) (2.1)
= aAln(2e/a) — 1/21In(aA)
< aAln(2e/a).

To obtain (2.1)), we use Stirling’s approximation of factorials to lower-bound In((aA)!). Finally, we
rearranged terms to imply (2.2). By plugging in o = 2e(1 + ¢€), we get

In(Pr[C(eo) = 2e(1 + €)A]) < 2e(1 + 6)A1n<1 _1|_ e>
= —2¢e(1+4¢€)In(l+¢)A

< —2¢(1 +¢)In(1 +¢) ¢

2e(1+4¢€)In(1 +¢)

In(n) (2.4)

= —clIn(n)

Since A = w(log(n)), we have A > ¢/ In(n) for any constant ¢’. Inequality (2.4)) follows from setting
d=c/(2e(1+€)ln(l +¢)) in A > ¢ In(n), where ¢ is the constant for which we want to show the
probability is upper-bounded by n~¢. Hence,

Pr[C(eg) > 2e(1 +€)A] <n™°.

Thus, Algorithm [2|returns a feasible coloring of the input graph G using at most 2e(1+ ¢€)A colors,
for any constant € > 0 w.h.p. if the edges arrive in a random order. O

To further evaluate the performance of Algorithm [2] we implemented and ran it for cliques of
different size. The result of this experiment is provided in Table The numbers are obtained
by running the experiment 100 times and taking the average number of colors used. As it can be
observed from Table for cliques of size 100 to 1000, the number of colors used by the algorithm
is in range [3.3A,3.9A] and it slightly increases by the size of the graph. Our analysis, however,
shows that it should never exceed 5.44A.

2.3.2 Adversarial Edge Arrival Setting

In this section, we turn to arbitrary (i.e., adversarial) arrivals of the edges. We assume that the
adversary is oblivious, i.e., the order of the edges is determined before the algorithm starts to
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operate so that the adversary cannot abuse the random bits used by the algorithm. Having this
assumption, we give a randomized algorithm that w.h.p., outputs a valid edge coloring of the graph
using O(A?) colors while using O(n) space. The algorithm is formalized as Algorithm [3, We note
that this algorithm, as stated, requires knowledge of A. However we later show that we can get rid
of this assumption. Overall, we get the following result:

Algorithm 3: Edge coloring in the adversarial order
Result: A feasible coloring for a given graph G = (V, E) with maximum degree A

1 for any vertexv € V do
2 ry < a sequence of log(n) independent random bits.
3 for any i € [logn] do
4 ‘ Cy,i 0
5 end
6 end
7 for any edge e = (u,v) in the stream do
8 Let i be the smallest index for which r,, ; # 7y ;.
9 if A27% > logn then
10 if ;s =1 then
11 ‘ Assign color (cy,i, Cv,i,1) to e.
12 else
13 ‘ Assign color (cy,4,Cy,i,1) to €.
14 end
15 Increase both c,,; and ¢y ; by one.
16 else
17 ‘ Store edge e.
18 end
19 end

20 Color the stored edges using a new set of colors.

Theorem 2.3.3. Given a graph G with mazimum degree A, there exists a one pass streaming algo-
rithm, that outputs a valid edge coloring of the G using O(A2) colors w.h.p., using O(n) memory.

Consider two vertices v and u and their string of random bits 7, and r,, defined in the algorihtm.
Let d,, be the smallest index i where r,; # 7, ;. Upon arrival of an edge e = (u,v), we first find
ii=dyy. If A2~ > logn, we color the edge immediately. Otherwise, we store it. We will show
that all the stored edges fit in the memory thus after reading all the stream we can color them with
a palette of at most A 4+ 1 new colors. In the algorithm, for any vertex v and any i € [logn|, we
define a counter c, ;. If A27% > logn for any edge e, then we immediately assign e a color which
is represented by a tuple (¢y, ¢y 4,%). Then, we increase counters ¢, ; and ¢, ;. Note that we say
two colors are the same if all three elements of them are equal. We first show that this gives us a
valid coloring, which means it does not assign the same color to two edges adjacent to the same
vertex. We use proof by contradiction. Assume that our algorithm assigns the same color to edges
e1 = (u,v1) and ez = (u,v2) adjacent to vertex u. None of them can be from the stored edges
since we color them using a new palette. This means that dy.,, = dy.,. Let us denote it by i.
Without loss of generality, we assume that r,; = 1 and that in the input stream e; arrives before
e2. Note that the first element of the colors (which are tuples) assigned to these edges is the value
of counter ¢,; when they arrive. However, the algorithm increases c,; by one after arrival of e;
thus the colors assigned to e; and ey cannot be the same.

Now, it suffices to show that the total number of colors used by the algorithm is O(A?). Given
a vertex v, and a number [ € [logn| let us compute an upper-bound for counter ¢, ;. Let N, be the
set of neighbors of this vertex and let N, ; be the set of neighbors like u where d, , = 7. We know
that ¢, ; = |Ny,i|, thus given any vertex v and ¢ € [log(n)], we need to find a bound for | N, ;|. Given
any edge e = (v,u) the probability of e being in set N, ; is 27* which means E[|N, ;|] = deg(v)2™"
where deg(v) is the degree of vertex v in the input graph.
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Using a simple application of the Chernoff bound, for any vertex v, we get:
Pr []Nm\ > deg(v)2™" + O(y/deg(v)2~log n)} <

Setting ¢ to be a large enough constant, one can use union bound and show that w.h.p., for any
vertex v and i € [logn] where deg(v)27" > logn, we have |N, ;| < O(deg(v)27%).

Having this, we conclude that for any i € [logn], where A27% > logn, the number of colors
used by the algorithm whose third element is i is at most O(A?272%) since the first and the second
element of the color can get at most O(A2~%) different values. Therefore, the total number of colors
used for any such i is at most O(Zie[logn] A?272) = O(A?). We will also show that the stored
edges fit in the memory and thus we can color them using O(A) new colors. As a result the total
number of colors used is O(A?).

To give an upper-bound for the number of stored edges we first show that the expected number
of stored edges for each vertex is O(logn). Let j := log(logn). Recall that we store an edge (u,v)
when A27%v < logn. Thus the expected number of stored edges adjacent to a single vertex v is

at most ' ‘ o
Z dy27" < Z A2 < Z log(n)27""7 = O(logn).

j<i<logn j<i<logn j<i<logn

To get the last equation we use the fact that A277 < logn. By a similar argument that we used
above (using Chernoff and Union bounds), with a high probability the total number of stored edges
is O(nlogn) which can be stored in the memory. Therefore the proof of this theorem is completed.

Knwoledge of A. As written, our algorithm depends on the knowledge of A because we
must check A27% > logn. We can get rid of this condition by keeping track of the degree degf of
a vertex in the subgraph H we have seen so far, and then computing the max degree degTHnaz. This
only requires an additional O(n) space. Thereafter, instead of checking if A2~ > logn, we check
if degf 277 > logn. Whenever deg?  increases, we iterate over all stored edges and recompute
whether or not degf, 27" > logn. If so, we color the edge and remove it from the buffer, else we
keep it. It is easy to see that this will not exceed the space bounds because at any timestep, we
can assume the input graph was H in the first place. Then its max degree is Ay = deg . and
we can apply the same argument for the space bounds as before, but using Ay instead of A. All
other parts of the proof still hold. Therefore our algorithm does not require knowledge of A.

Finally, we remark that if one allows more space, then one can modify Algorithm [3]to use fewer
number of colors. Though we focused only on the 5(71) memory regime.

2.4 Open Problems

We believe the most notable future direction is to improve the number of colors used in our stream-
ing algorithms. Specifically, our streaming algorithm for adversarial arrivals requires O(A?) colors.
A major open question is whether this can be improved to O(A) while also keeping the memory
near-linear in n. Also for random arrival streams, we showed that Algorithm [2] achieves a 5.44A
coloring and showed, experimentally, that it uses at least 3.86A colors. A particularly interesting
open question is whether there is an algorithm that uses arbitrarily close to 2A colors using 6(71)
space in random arrival streams.
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Chapter 3

String Matcing

3.1 Introduction

The string matching problem with wildcards, or pattern matching, seeks to identify pieces of a text
that adhere to a certain structure called the pattern. Pattern matching is one of the most applied
problems in computer science. Examples range from simple batch applications such as Awk, Sed,
and Diff to very sophisticated applications such as anti-virus tools, database queries, web browsers,
personal firewalls, search engines, social networks, etc. The astonishing growth of data on the
internet as well as personal computers emboldens the need for fast and scalable pattern matching
algorithms.

In theory too, pattern matching is a well-studied and central problem. The simplest variant
of pattern matching, namely string matching, dates back to 1960s. In this problem, two strings T’
and P are given as input and the goal is to find all substrings of T that are identical to P. The
celebrated algorithm of Knuth, Morris, and Pratt [55] (KMP) deterministically solves the problem
in linear time. Since then, attention has been given to many variants and generalizations of pattern
matching [46, [74) [75], [34] 55], (60}, 12} 24, (48] 64}, (65, 20, [73], 2, 47, 28, 27, [1], [70, 72} (62, [71], [66]. Natural
generalizations of string matching are when either the text or the pattern is a tree instead of a
string [46, 74 [75], [34] or when the pattern has a more sophisticated structure that allows for ‘?’,
‘+7, “*7or in general any regular expression [60) 12} 24] [48]. Also, different computational systems
have been considered in the literature: from sequential algorithms [46] [74, 75, 34, 55| [60L [12], 24]
48], to quantum algorithms [64], 65, 20, [73], to distributed settings [2, 47, 28], to the streaming
setting [70, 27, 1], to PRAM [72, [62] [71], [66], etc.

An obvious application of pattern matching is in anti-virus softwares. In this case, a malware is
represented with a pattern and a code or data is assumed to be infected if it contains the pattern.
In the simplest case, the pattern only consists of ascii characters. However, it happens in practice
that malwares allow for slight modifications. That is, parts of the pattern code are subject to
change. This can be captured by introducing wildcards to pattern matching. More precisely, each
element of the pattern is either an ascii code or a special character ‘?” which stands for a wildcard.
The special character is allowed to match with any character of the text.

Indeed the desirable property of the ‘7’ case is that the length of the pattern is always fixed.
However, one may even go beyond this setting and consider the cases where the pattern may match
to pieces of the text with variant lengths. Two classic ways to incorporate this into the model
is to consider two special characters ‘+’ and ‘*’. The former allows for arbitrary repetitions of a
single character and the latter allows for arbitrary repetitions of any combination of characters.
For example, as an application of pattern matching in bioinformatics, we might be looking for
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a set of gene patterns in a DNA sequence. Obviously, these pattern are not necessarily located
consecutively in the DNA sequence, and one might utilize ‘*’ wildcard to address this problem.

In practice, these problems are formulated around huge data sets. For instance, a human
DNA encompasses roughly a Gigabyte of information, and an anti-virus scans Gigabytes (if not
Petabyets) of data on a daily basis. Thus, the underlying algorithm has to be scalable, fast, and
memory efficient. A natural approach to obtain such algorithms is parallel computation. Motivated
by such needs, the massively parallel computation (MPC) model [53] [5, 43, I5] has been introduced
to understand the power and limitations of parallel algorithms. It first proposed by Karloff et al. [53]
as a theoretical model to embrace Map Reduce algorithms, a class of powerful parallel algorithms
not compatible with previously defined models for parallel computation. Recent developments in
the MPC model have made it a cornerstone for obtaining massively parallel algorithms.

While in the previous parallel settings such as the PRAM model, usually an O(logn) factor in
the round complexity is inevitable, MPC allows for sublogarithmic round complexity [53), 31, 59].
Karloff et al. [53] also compared this model to PRAM, and showed that for a large portion of PRAM
algorithms, there exists an MPC algorithm with the same number of rounds. In this model, each
machine has unlimited access to its memory, however, two machines can only interact in between
two rounds. Thus, a central parameter in this setting is the round complexity of algorithm since
network communication is the typical main bottleneck in practice. The ultimate goal is developing
constant-round algorithms, which are highly desirable in practice.

The MPC model. In this paper, we assume that the input size is bounded by O(n), and
we have M machines of each with a memory of S. In the MPC model [53], 5, 43} [15], we assume
the number of machines and the local memory size on each machine is asymptotically smaller
than the input size. Therefore, we fix an 0 < x < 1 and bound the memory of each machine by
5(n1_x ). Also, our goal is to have near linear total memory and therefore we bound the number of
machines by 5(nx ). An MPC algorithm runs in a number of rounds. In every round, every machine
makes some local computation on its data. No communication between machines is allowed during
a round. Between two rounds, machines are allowed to communicate so long as each machine
receives no more communication than its memory. Any data that is outputted from a machine
must be computed locally from the data residing on the machine and initially the input data is
distributed across the machines.

In this work we give MPC algorithms for different variants of the pattern matching problem.
For the regular string matching and also ‘?” and ‘+’ wildcard problems, our algorithms are tight
in terms of running time, memory per machine, and round complexity. Both ‘7’ and ‘+’ wildcard
problems are reduced to fast convolution at the end, and make use of the fact that FFT could
computed in O(1) MPC rounds with near-linear total running time and total memory. Also, for
the case of “*” wildcard we present nontrivial MPC algorithms for two special cases that mostly
tend to happen in practice. However, the round complexity of these two cases is O(log(n)), and
the general case problem is not addressed in this paper.

3.1.1 Our Results and Techniques

Throughout this paper, we denote the text by T and the pattern by P. Also, we denote the set of
characters by .

We begin, as a warm-up, in Section by giving a simple MPC algorithm that solves string
matching in 2 rounds. The basic idea behind our algorithm is to cleverly construct hash values for
the substrings of the text and the pattern. In other words, we construct an MPC data structure
that enables us to answer the following query in a single MPC round:
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Given indices © and j of the text, what is the hash value for the substring of the text starting
from position i and ending at position j?.

Indeed, after the construction of such a data structure, one can solve the problem in a single
round by making a single query for every position of the text. This gives us a linear time MPC
algorithm that solves string matching in constant rounds.

Result 4 (Theorem [3.3.1)). There exists an MPC algorithm that solves string matching in
constant rounds. The total memory and the total running time of the algorithm are linear.

For the case of wildcard ‘?’, the hashing algorithm is no longer useful. It is easy to see that
since special ‘?” characters can be matched with any character of the alphabet, no hashing strategy
can identify the matches. However, a more sophisticated coding strategy enables us to find the
occurrences of the pattern in the text. Assume for simplicity that m = |X| is the size of the alphabet
and we randomly assign a number 1 < mp, < m to each character c of the alphabet. Moreover, we
assume that all the numbers are unique that is for two characters ¢ and ¢ we have mp, = mp,, if and
only if ¢ = ¢/. Now, construct a vector T'1 of size 2|T’| such that T2Tz‘—1 = mpy, and TQTi = 1/mpy, for
any 1 <i < |T|. Also, we construct a vector P! of size 2| P| similarly, expect that P2TZ-_1 = P2Tl- =0
if the ¢’th character of P is ‘?”. Let nzp be the number of the normal characters (‘7" excluded) of
the pattern. It follows from the construction of 7T and P! that if P matches with a position i of
the text, then we have:

TT[2i —1,2i + 2(]P| — 1)].PT = nzp

where TT[2i — 1,2i + 2(|P| — 1)] is a sub-vector of A only containing indices 2i — 1 through 2i -+
2(]P| — 1). Moreover, it is showed in [36] that the vice versa also holds. That is if T1[2i — 1,2 +
2(|P| — 1)].PT = nzp for some i then pattern P matches position i. This reduces the problem
of pattern matching to the computation of dot products which is known to admit a linear time
solution using fast Fourier transform (FFT) [23].

Result 5 (Theorem [3.4.2). There exists an MPC algorithm that computes FFT in constant
rounds. The total memory and the total running time of the algorithm are O(n).

Corollary [3.4.3|gives us an efficient MPC algorithm for the wildcard setting. While the reduction
from wildcard matching to FFT is a known technique [30] the fact that FFT is computable in O(1)
MPC rounds leads to efficient MPC algorithm for a plethora of problems. FFT is used in various
combinatorial problems such as knapsack [14], 3-sum [25], subset-sum [56], tree-sparsity [10], tree-
separability [14], necklace-alignment [22], etc.

The case of ‘4’ and “*’ wildcards are technically more involved. In the case of repetition, special
characters ‘+’ may appear in the pattern. These special characters allow for arbitrary repetitions of
a single character. For instance, a pattern “a+bb+" matches all strings of the form a®.b¥ such that
x > 1 and y > 2. Indeed this case is more challenging as the pattern may match with substrings of
the text with different lengths.

To tackle this problem, we first compress both the text and the pattern into two strings 7T°
and P° using the run-length encoding method. In the compressed versions of the strings, we
essentially avoid repetitions and simply write the numbers of repetitions after each character. For
instance, a text “aabcccddad” is compressed into “a[2|b[1]c[3]|d[2]a[1]d[1]” and a pattern “ab+ccc+”
is compressed into “a[1]b[1+]c[3+]”. With this technique, we are able to break the problem into two
parts. The first subproblem only incorporates the characters which is basically the conventional
string matching. The second subproblem only incorporates repetitions. More precisely, in the
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second subproblem, we are given a vector A of n integer numbers and a vector B of m entries in
the form of either ¢ or i+. An entry of ¢ matches only with indices of A with value 7 but an entry
of i+ matches with any index of A with a value at least i. Since we already know how to solve
string matching efficiently, in order to solve the repetition case, we need to find a solution for the
latter subproblem.

To solve this subproblem, we use an algorithm due to Cole and Hariharan [30]. They showed
the subset matching problem could be solved in near-linear time. The definition of the subset
matching problem is as follows.

Problem (restated). Given T, a vector of n subsets of the alphabet 2, and P, a vector of m
subsets in the same format as T, find all occurrences of P in T. P is occurred at position i in T if
for every 1 < j <|P|, P; CTiyj 1.

We can reduce our problem to an instance of the subset matching problem by replacing every
T; with {14+,2+,...,T;+} U {T;}, and keep S intact, i.e., replacing each S; with {S;}. This way,
if there is a match, each S; has to be included in the respective 7. There is an algorithm for this
problem with O(s) running time [30], where s shows the total size of all subsets in 7' and P. The
running time is good enough for our algorithm to be near linear since s is at most twice the number
of characters in the original text and pattern. Each T; is the compressed version of T; consecutive
repetitions of a same character in 1. We also show that the subset matching problem could be
implemented in a constant number of MPC rounds, and thus a constant-round MPC algorithm for
string matching with ‘+’ wildcard is implied.

Result 6 (Theorem [3.5.5). There exists an MPC algorithm that solves string matching with
‘+’ wildcard in constant rounds. The total memory and the total running time of the algorithm
are O(n).

Despite positive results for ‘7’ and ‘+’ wildcards, we do not know whether a poly-logarithmic
round MPC algorithm exists for ‘*’ wildcard in the most general case or not. This wildcard character
matches any substring of arbitrary size in the text. We can consider a pattern consisted of ‘¥’ and X
characters as a sequence of subpatterns, maximal substrings not having any ‘*’, with a ‘*’ between
each consecutive pair. In the sequential settings, we can solve the problem by iterating over the
subpatterns, and find the next matching position in the text for each one. If we successfully find a
match for every subpattern in order, we end up with a substring of T" matching P. Otherwise, it
is easy to observe that T does not match the pattern P. To find the next matching position, we
can perform a KMP algorithm on 7" and all the subpatterns one at a time, and make a transition
to the next subpattern whenever we find a match, which is still linear in n + m, as the total size of
the subpatterns is limited by m. The algorithm is provided with more details in Observation [3.6.1}

However, things are not as easy in the MPC model, because each subpattern can happen
virtually anywhere in the text, and furthermore the number of subpatterns could be as large as
O(m). Thus, intuitively, it is impossible to know which subpatterns match each location of T' with
a linear total memory since the total size of this data could be (nm), and also we cannot transfer
this data in poly-logarithmic number of MPC rounds. Nonetheless, we provide two examples of
how we can overcome this restriction by adding a constraint on the input. In both the cases, a
near-linear O(log(n))-round MPC algorithm exists for solving ‘*’ wildcard problem.

(). When the whole pattern fits in a single machine, m = O(n'~%), then the number of subpat-
terns is limited by O(n'~%). Thus, each machine could access each subpattern, and finds out
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Problem Theorem Rounds Total Runtime Nodes
Pexm™ 3.3.1 0(1) O(n) O(n®)
Pe{Xum 3.4.3 0(1) O(n) O(n%)
Pe{3um 3.5.5 0(1) O(n) O(n")
m=0(n'=" 3.6.1 O(log(n O(n O(n*
Pefzumn no prefgx ! 3.6.2 OEloigngg OEn; Ogn””;

Table 3.1: Overview of results

if an interval of subpatterns happens in its part of input. At the end, we merge these pieces
of information using dynamic programming to obtain the result.

Result 7 (theorem [3.6.1)). Given strings s € X" and p € {S U “*"}™ for m = O(n'~%), there
is an MPC algorithm to find the solve the string matching problem in O(logn) rounds using
O(n®) machines.

(ii). When no subpattern is a prefix of another, then the number of different subpatterns match-
ing each starting position is limited by 1. Exploiting this property, we can find out which
subpattern matches each starting position, if any. Next, we create a graph with positions in
T as vertices, and we put an edge from a position 7 which matches a subpattern Py, to the
minimum position j matching subpattern Py.1, which is also located after i 4+ |P;| — 1. This
way, ‘*’ wildcard string matching reduces to a graph connectivity problem; finding whether
there is path from a position matching the first subpattern to a position matching the last sub-
pattern. Therefore, we will have a O(log(n))-round MPC algorithm for ‘*’ wildcard problem
using the standard graph connectivity results in MPC [53].

Result 8 (Theorem [3.6.2). Given strings s € X" and p € {X U “*’}'" such that subpatterns
are not a prefix of each other, there is an MPC algorithm to find the solve the string matching
problem in O(logn) rounds using O(n”) machines.

3.2 Preliminaries

In the pattern matching problem, we have two strings 7" and P of length n and m over an alphabet
3.. In the string matching problem, the first string T is a text, and the second string P is the
pattern we are looking for in 7". For a string s, we denote by s[l, r| the substring of s from [ to r,
ie., s[l,r] = (s, Si+1,--.,5r). Given two strings T and P, we are looking for all occurrences of the
pattern P as a substring of T. In other words, we are looking for all i € [1,n — m + 1] such that
T[i,i +m — 1] = P. In this case, we say substring T'[i,7 + m — 1] matches pattern P.

Problem 3.2.1. Given two strings 7' € ¥ and P € ¥™, we want to find all occurrences of the
string P (pattern) as a substring of string 7' (text).

Problem has been vastly studied in the literature, and there are a number of solutions
that solve the problem in linear time. [55] However, the main focus of this paper is to design
massively parallel algorithms for the pattern matching problem. We consider MPC as our parallel
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computation model, as it is a general framework capturing state-of-the-art parallel computing
frameworks such as Hadoop MapReduce and Apache Spark. We will precisely define the model in
Section ?77.

We extend the problem of string matching adding wildcard characters to the pattern. A wildcard
character is a special character ¢ ¢ ¥ in pattern that is not required to match by the same character
in T. For example, wildcard character ‘7’ can be matched by any arbitrary character in 1. For
instance, let T" and P be “abracadabra” and “a?a” respectively. Then, pattern P occurs at i = 4

and i = 6 since P = T[4,6] and P Zr [6,8]. Notation £ denoted the equality of two strings
regarding the wildcard character ¢.
We consider three kinds of wildcard characters in this paper:

(i). Character replacement wildcard ‘?”: Any character can match character replacement wildcard.

(ii). Character repetition wildcard ‘+’: If character repeat wildcard appears immediately after a
character ¢ in the pattern, then any number of repetition for character c is accepted.

ko,

(iii). String replacement wildcard ‘*’: A string replacement wildcard can be matched with any

string of arbitrary length.

3.2.1 Hashing

To boost comparing the pattern p with the substrings of string s, we can compare the fingerprints
or hashes instead. A hash of string s, denoted by h(s), is a single number such that h(s) # h(s’)
implies s # s’ always, and h(s) = h(s’) implies s = s’ with a high probability. Consider a naive
hash function h, such that h,(s) = leszll s; mod r, where r is an arbitrary number. Note that
we can label the characters in 3 with a permutation of size |X|, thereby, considering a numerical
value for each character to simplify the formulas. This hash function does not guarantee a high
probability of s = s’ in the case of h,(s) = h,(s), because this hash function is not locally sensitive,
i.e., modifying two consecutive characters in s in a way that the first one reduced by one and the
other one increased by one gives us the same hash.

However, simple hash function h, has a desirable property that is rolling. A rolling hash
function h allows us to achieve h(s[l + 1,7 + 1]) from h(s[l,r]) in O(1) time, i.e., hy(s[l + 1,r +
1]) = hy(s[l,7]) — s; + sy4+1 mod r. Using a rolling hash function, one can imagine a Monte-Carlo
randomized algorithm for string matching problem by first computing h(p) and h(si ) in O(m)
time, and then building h(s[i + 1,7 + m]) from h(s[i,i + m — 1]) for ¢ from 1 to n —m in O(n)
time. Afterwards, we can compare the hash of each substring with h(p) in O(1) time. Therefore,
we desire a locally sensitive rolling hash function. Karp and Robbin [54] provided such rolling hash
functions that guarantee a bounded probability of hash collision. An example of such hash function
is

Is|
hyp(s) = Z s;b17" mod r
i=1

The difference between this hash function and the previous one is local sensitivity. It’s not
likely anymore to end up with the same hash applying few modifications if we chose r to be a
prime number or simply chose such r and b to be relatively prime numbers. Besides, the hash
collision probability of an ideal hash function is !, and no matter how we minimize the corre-
lation of the hashes of similar strings, we cannot achieve a smaller probability. By the way, A,
with relatively prime r and b achieve a probability in that this correlation is almost negligible.
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Therefore, it suffices to pick a large enough r to guarantee high probability. More precisely, we
want I~ Pr[P # T[i,i +m — 1] A h(P) = h(T[i,i +m — 1])] be at most 1/n. Thus,

n—m-+1

U PrlP# Tlisi+m— 1 AR(P) = h(Tlii+m —1])] <~ =

n—Z:”Ll—i-l 1
> Pr[P#T(i,i+m— 1 AR(P) = h(Tli,i+m—1])] < —=
=1

—_

1
O(n)= < = = r > 0(n?) = log(r) >0(log(n))

ron
Therefore, the number of bits required to store hashes should be logarithmic in the size of
the text which is a fairly reasonable assumption. Alternatively, we can reduce the probability
substantially by comparing hashes based on multiple values of r. Hence, we can safely assume that
using locally such sensitive hash functions, we can guarantee a high probability of avoiding hash

collisions.

Fact 3.2.1. Given two strings T' € ¥" and P € X™, using locally sensitive rolling hash functions
one can find all occurrences of the string P (pattern) as a substring of string S (text) in O(n +m)
time with a high probability.

In addition to rolling property, we can consider a more general property for h,; namely partially
decomposability. A hash function h is partially decomposable if it is possible to calculate in
O(1) time h(s[l,r]) from the hash of the prefixes of s, that is h(s[1,7]) for all i € [1,]s]]. In
addition, it should be possible to calculate the hash of the concatenation of two strings in O(1)
time. For example, h,5(s[l,7]) = (hyp(s[L,7]) = hrp(s[1,1 — 1))b" 1) mod r, and h,p(s + §') =
(hyp(8)DI1 + By p(s')) mod r, where s + s’ means the concatenation of s and s'.

Throughout this paper, we refer to the suitable hash function for an instance of string matching
problem by h and ignore the internal complications of the hash functions.

3.3 String matching without wildcard

In this section, we provide an algorithm for the string matching problem with no wildcards; Given
strings T" and P, we wish to find all the starting points in 7" that match P. The round complexity
of our algorithm, which is the most important factor in MPC model, is constant. Furthermore,
the algorithm is tight in a sense that the total running time and memory is linear. For the more
restricted cases, we enhance our algorithm to work in even less rounds.

The algorithm consists of three stages. We discuss the different stages of the algorithm with
details in the following. The main goal of the algorithm is to compare the hash of each length m
substring of string 7" with the hash of string P, and therefore, find an occurrence if they are equal.
We consider the following properties, namely partially decomposability, for our hash function A,

e Merging the hashes of two strings s and ¢, to find the hash of their concatenation s+ s’, can
be done in O(1).

e Querying the hash of a substring s[l, 7] can be done in O(1), with O(|s|) preprocessing time.

Consider strings T and P are partitioned into several blocks of size S, each fit into a single
machine. We denote these blocks by 71, 72,..., 7S and P', P2, ... P™/S. 1t is easy to solve
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the problem when P is small relative to S. We can search for P in each block independently by
maintaining the partial hash for each prefix of the block. The caveat of this solution is that some
substrings lie in two machines. We can fix this issue by feeding the initial string chunks with overlap.
If the length of the overlaps is greater than m, it is guaranteed than each candidate substring is
contained as a whole in one of the initial string chunks. We call this method “Double Covering”.
Utilizing this method, we can propose an algorithm which leads to Observation Therefore,
the main catch of the algorithm is to deal with the matching when string P spans multiple blocks.

Observation 3.3.1. Given T € " and P € ™ where m = O(n'~%), there is an MPC' algorithm
for string matching problem with no wildcards in 1 MPC round using O(n®) machines in linear
total running time.

Proof. We provide for each machine, which holds 7%, the next m characters in the T, i.e.,
T[iS + 1 : iS + m], which is viable since m = O(S). Therefore, we can compute the hash of each
substring starting in 7" as well as P in each machine. See Algorithm 4| for more details. U

Algorithm 4: StringMatching(a)

Data: two array T and P, where m = O(S)
Result: function f:{1,2,...,n —m+ 1} — {0,1} such that f(i) =1iff T[t: i+ m — 1] = P.
fl) <0 V1<i<n—m+1;
send a copy of P as well as T[iS + 1 : S + m] to the i-th machine, which holds T*, truncate if iS + m surpasses n.
Run in parallel: for 1 <i<n/S do

append T[iS + 1 :iS + m] to T%;

for1 <j<Sdo

L if h(P) = h(T[j : j + m — 1]) then

RN

| F(G= DS+ 5) e 1;

Theorem 3.3.1. For any x < 1/2, given T € X" and P € ¥™, there is an MPC algorithm for
string matching problem with no wildcards in O(1) MPC rounds using O(n*) machines in linear
total running time.

Intuitively, we can handle larger patterns by transferring the partial hash of each ending point
to the machine which the respective starting point lies in. In addition, we compute the hash of each
k first blocks, and by which, we can find the hash of each interval of blocks. Note that we need
to assume z < 1/2, so that memory of a single machine be capable of storing O(1) information
regarding each machine. The algorithm is outlined in Algorithm
Proof. Assume there are (n +m)/S + 2 machines as following:

e machines ay,ag, ..., a,/s which T" is stored in a;.
e machines by, by, ..., by, /s which P? is stored in b;.

e machines ¢ and d which are used for aggregation purposes.

At the first round, we compute the hash of each block 7% and P’ and send them to machines
c and d respectively. Furthermore, we compute the partial hashes of each prefix of each block T%,
that is h(T%[1,4]) for 1 < j < S. The calculated hash of each prefix should be sent to the machine
containing the respective starting point. Therefore, T%[1, j] should be sent to the node containing
starting point (i — 1)S + j —m + 1. The total communication overhead of this round is O(n + m).
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In the next round, we aggregate the calculated hashes in the previous round. In node d, we
calculate the hash of string P by merging the hashes of 7, T2,..., T™/S. The value of h(P) should
be sent to all a; for 1 < i < n/S. Those nodes are supposed to compare h(P) with the hash of
each starting point lying in their block to find the matches in the last round. Furthermore, in
node ¢, the hash of each first k blocks of T' should be calculated, i.e., h(T' + T? + ...+ T%) for all
1 <i < n/S. Each machine a; needs to compute the hash of a sequence of consecutive blocks of
T that lie between each starting point in 7% and its respective end point. Therefore, each machine
should receive up to O(1) of these hashes, because the set of respective ending points spans at most
2 blocks.

In the final round, we have all the data required for finding the matches with starting point
inside block T* at node a;. It suffices to find the hash of each suffix of T i.e., h(T*[l,S]), in which
[ is the candidate starting point. Consider T* is the block where the ending point respective to [
lies inside, and r is the index of the ending point inside T*. Then, using the hash of the sequence
of block between T% and T*, and h(T*[1,7]) (both the hashes has been sent to a; in the previous
steps) one can decide whether the starting point [ in block 7" is a match or not. O

Algorithm 5: StringMatching(b)

Data: two array T and P
Result: function f:{1,2,...,n —m+ 1} — {0,1} such that f(¢) =1if T[i: i+ m — 1] = P.
1 f(1)«<0 V1<i<n—m+1;
Run in parallel: for 1 <7 <m/S do
L send h(P?) to machine d;
Run in parallel: for 1 <i<n/S do
send h(T*?) to machine c;
for1 <j<Sdo
L send h(T?[1,j]) to the machine aj, where the corresponding starting point, i.e., (i — 1)S + j — m + 1, lies in

w N

N o o

Tk,
send h(P) < merge(h(PY), h(P?),..., h(P™/5)) to each a; for 1 < i < n/S;
9 for1<i<n/S do
10 MTY+ T2+ ...+ T «+ merge(h(T! + T2 + ... + T 1), h(T));

0

11 send h(T! + T2 + ...+ T%) to each machine a; that needs it in the next round;
12 Run in parallel: for 1 <43 <n/S do

13 for 1 <l<Sdo

14 s+ (1—1)S+1;

15 let k be the index of the machine where s +m — 1 lies in TF;

16 r—s+m-1-—(k—-1S;

17 n=h(TH1 4 T2 4 4Tk 1y,

18 h(T[s,s +m — 1]) < merge(h(T*[l,S]),n, h(T*[1,7]));

19 if h(T[s,s +m — 1]) = h(P) then

20 L f(s) « 1;

3.4 Character Replace Wildcard ¢?’

We start this section summarizing the algorithm for string matching with ‘7’ in sequential settings,
which require Fast Fourier Transform.

Theorem 3.4.1 (Proven in [36]). Given strings T' € X" and P € (X U{?})™, it is possible to find
all the substrings of T that match with pattern P in O(n + m).

The idea behind Theorem [3.4.1]is taking advantage of fast multiplication algorithms, e.g. using
Fast Fourier Transform, to find the occurrences of P which contains ‘7’ wildcard characters. Fischer
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and Paterson [36] proposed the first algorithm for string matching with ‘?” wildcard. The main idea
is to replace each character ¢ € ¥ in string 7" or P with two consecutive numbers mp,. and 1/mp,
and each ‘?” with two consecutive zeros. If we compute the convolution of T' and the reverse of P,
we can ensure a match if the convoluted value with respect to a substring of T" equals the number
non-wildcard characters in P, aka nzp. This procedure requires a non-negligible precision in float
arithmetic operations that adds a log(|X|) factor to the order of the algorithm. In the subsequent
works, the dependencies on the size of alphabet has been eliminated. [52] 49 29]

As stated in Theorem 3.4.1] we can solve string matching with ‘?” wildcards in O(nlog(n)) using
convolution. Convolution can be computed in O(nlog(n)) by applying Fast Fourier Transform on
both the arrays, performing a point-wise product, and then applying inverse FFT on the result.
Therefore, we should implement FFT in a constant round MPC algorithm in order to solve pattern
matching with wildcard ‘?’. Inverse FFT is also possible with the similar approach.

Given an array A = (ag, a1, ...,a,—1), we want to find the Discrete Fourier Transform of array
A. Without loss of generality, we can assume n = 2F, for some k, to avoid the unnecessary
complication of prime factor FFT algorithms; it is possible to right-pad by zeroes otherwise. By
Fast Fourier Transform, applying radix-2 Cooley-Tukey algorithm for example, one can compute
the Discrete Fourier Transform of A in O(nlog(n)) time, which is defined as:

n—1
ap = Z aj - e~ 2migk/n (3.1)
7=0

Where A* = (a,aj,...,a}_) is the DFT of A. We interchangeably use the alternative notation
W, = e~2m/" by which Equality becomes

n—1
aj = Z aj - Wik (3.2)
=0

We state the following theorem regarding the FFT in the MPC model.

Theorem 3.4.2. For any x < 1/2, a collection of O(n®) machines each with a memory of size
O(n'=%) can solve the problem of finding the Discrete Fourier Transform of A with O(1) number
of rounds in MPC model. The total running time equals O(nlog(n)), which is tight.

Roughly speaking, our algorithm is an adaptation of Cooley-Tukey algorithm in the MPC model.
In Subsection [3.4.1] we justify Theorem by giving an overview of the algorithm, and then we
show how it results in a O(1)-round algorithm for computing the DFT of an array in the MPC
model.

Corollary 3.4.3. Given strings T € X" and P € (XU{?})™, it is possible to find all the substrings
of T that match with pattern P with a O(1)-round MPC' algorithm with total runtime and memory
of O(n+m).

Proof. Build vectors T and PT as following:

TH = (mpp,, mpil, mpr,, mp;;, ..., mpp mpi})

PT = <mpP1a mp]i"lla mpP27 mp];217 teey manv mp];i>
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Note that mp, for all characters ¢ € ¥ has a positive integer value, and mp_ ! equals 1/mp,.
However, let mp, = mp, 1 — 0 for wildcard character ‘?’. For example, for text “abracadabra” and
pattern “a?a’”, considering mp,. equals the index of each letter in the English alphabet, we will have

1 1 1 1 1
7187 a]-a 71a752577187 a]-a*
8 1 2 18 1

1.1
3,-,1,-,4
773771?7 >

=] =
>~ =

S N

1
1

70) )]-77
1>

Let C = TT ® rev(P'), where operator ® shows the convolution of its two operands. We can
observe that for all 1 <i <n —m + 1 we have

2m
CZi+2m—1 - ZTQT(’L—I)-&-‘] : ]DJT (33)
j=1

It is clear that if T[i,i + m — 1] matches pattern P, then Cai19m—1 = 2nzp since each the
wildcard characters add up to 0, and for any other character ¢, mp, x 1/mp, + mp, x 1/mp, = 2.
According to [36], the other side of this expression also holds, i.e., T'[i,7 + m — 1] matches pattern
P if Coitom—1 = 2nzp. Therefore, to find that whether a substring T'[¢,7 + m — 1] matches pattern
P or not, it suffices to

(i). Compute C = Tt @ rev(PT) utilizing FFT, which can be implemented in O(1) rounds in MPC
model as stated in Theorem [3.4.2)

(i1). For all 1 <i <n—m+ 1, substring T'[i,i + m — 1] matches pattern P iff Co;y9,—1 = 2nzp.

O

3.4.1 O(1)-round algorithm for FFT

To find the O(1) round algorithm in MPC model, we first review how one can find the Discrete
Fourier Transform in O(nlog(n)) time. The following recurrence helps us to solve the problem

using a divide and conquer algorithm. [32] Let ¥[2k] = (ag, ag, ..., an—2), i.e., an array of the even-
indexed elements of A, and V[2k + 1] = (a1,as,...,a,—1), an array of the odd-indexed elements
of A likewise. If W[2k]* = ([2K]5, VI2K]], ... VI2K] p_,) and W2k + 1] = ($[2k + 15, {2k +

15, ..., Y2k + 1]2/2_0 show the DFT of W[2k] and W[2k + 1] respectively, then for all 0 < j < n/2

{a; = P[2k]% + Wiv[2k + 15 (3.4)

a5, = V[2K]F — Wily[2k + 1]

Intuitively, the recurrence decomposes A into two smaller arrays of size n/2, ¥[2k] and ¥[2k+1],
and represents the DFT of A based on V[2k]|* and ¥[2k+1]*. Accordingly, we can solve two smaller
DFT problems, each with size n/2, and then merge them in O(n) time to find A*. Therefore, we
can find A* in O(nlog(n)) time since the depth of the recurrence is O(log(n)). We cannot find a
constant round MPC algorithm exclusively using this recurrence. To extend the recursion, we can
define W[pk + q] as the following,
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Ulpk +q] = (ag, apiqs -, A1-1)ptq) YOS g<p<n

Where [ = L”_T}_qj + 1 is the number of the indices whose reminder is ¢ in division by p.
Ulpk + ¢| contains all the elements of A whose index is ¢ modulo p. Note that the notation of
U[pk + g] assumes a universal quantification on all 0 < k£ < n/p. We also show the DFT of
U[pk + q] by

Wlpk + q" = (Ypk + ql5, ¥[pk + a1, .. ., V[pk + ¢li_1)

We can observe that for all 0 < b < logy(n) and 0 < ¢ < 2°*!, assuming p = 2°, the following
counterpart of Recurrence holds for all 0 < j < I, where [ is the length of W[2°k 4 ¢] which
equals log(n) — b:

YRk al; =R R gl W2 E 2 4 g
b : b+1 . J o [9b+1 b . (3.5)
Y2k + a5, =VRTE+ g - WP+ 27+ g}

Since W[20+1k 4 ¢] and W[2*1k + 2° + ¢] decompose W[2°k + ¢] into the even-indexed and odd-
indexed elements, Recurrence gl is implied by plugging in W[2°k + ¢] as A in Recurrence The
following Lemmas (3.4.4] and [3.4.5) point out two properties regarding FFT in the MPC model.
These properties immediately give us an O(log(n))-round algorithm for the FFT problem.

Lemma 3.4.4. For all log(M) < b < log(n) and 0 < ¢ < 2°, the value of V[2°k + q]* could be
computed in a single machine with memory of S.

Proof. If all of the entries of W[2%k + ¢] exist in the memory of a single machine, which is viable
since b > log(M), then we can compute W[2°k + ¢]* as following:

U[2%% + ¢ = fit(U[2°k + q])
O

In many implementations of Fast Fourier Transform, bit-reversal technique is used to facilitate
the algorithm from various perspectives, to achieve an in-place FFT algorithm for example. Bit-
reversal technique reorders the initial array based on the reverse binary representation of the indices;
Considering (10100)2 as the sort key for as, 5 = (00101)2, when n = 32 for example. In other words,
bit reversal technique permutes the elements of A by a permutation 7 such that 7(i) = rev(7), where
rev(i) is the reverse binary presentation of i. Applying bit reversal technique guarantees the locality
of data, especially in the first log(S) stages.

Lemma 3.4.5. The bit-reversal operation makes a permutation of input entries which if we it split
into 2° continuous chunks of equal size, then for all 0 < b < log(n), ¥[2°k + rev(q)] would the g-th
chunk.

Proof. Notice that the bit-reversal permutation is actually sorting the entries based on the reverse
binary representation of the index of each entry. Therefore, all indices with the same low b bits
form a continuous interval of size 2°6("=t in the bit-reversal permutation. Thus, W[2°k + rev(q)]
which all of its members have the same low b bits, rev(q). Moreover, it is the g-th chunk in the
bit-reversal permutation, because rev(q) ranks ¢-th in the bit-reversal ordering of all non-negative
integers less than 2°. O
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Definition 3.4.6. For all 0 < ¢ < M, Let &, = UV[MkEk + rev(q)]. (®, shows the input of the g-th
machine after performing the bit-reversal permutation, according to Lemma [3.4.5) We also show

the DFT of ®; by &}, instead of ®}. The j-th element of ®; (@) is denoted by ¢y ;. (gb;j)

Utilizing Lemma and Lemma we can achieve a O(log(n))-round MPC algorithm
which merges all q);rs in log(M) steps. At the first step, we apply bit-reversal permutation in order
to gather each @, in a single machine. Applying bit-reversal permutation does not have any special
communication overhead, as we are just transferring the elements. Then we compute <I>(‘; for all
q € L. Afterwards, in the [-th step, for 0 < I < log(m), we can merge log(m)—l plocks of size
210g(S)+ ysing equation [3.5|in pairs.

It seems that log(n) MPC rounds is required because we need to merge <I);1"s which are distributed
in various machines, and according to Equality each aj depends on every <I>;L for ¢ € Zy,
However, we can exploit the nice properties of the graph of dependencies of a]s to q);;s, which is
also called the Butterfly Graph, to decompose these dependencies efficiently. An example of this
dependencies graph is demonstrated in Figure We can concentrate these dependencies in single
machines by gathering qﬁzjs with the same j. Figure demonstrates why it suffices to have (;5('; ;S
with the same j stored in a single machine. In this figure, S and M are equal to 4, and the entries
that should be stored in the same machine are colored with the same color. At the first step,
the entries are distributed in bit-reversal permutation, and continuous chunks are stored in each
machine. However, in the next step, we can see for example af, which is colored green, depends
only on the green entries, which all have the same j = 1.

Definition 3.4.7. Let 5 = W¥ ¢+ These coefficients are called twiddle factors, which allows

us to express a; based on the FFT of ¢+ s. Let @7 be the DF'T of vector ((boj, ¢1J, e ¢M—1j>'
We will show in Lemma that a}s., ; equals (Z)}‘ 4> Which is the j-th element of ®7.

%
Lemma 3.4.8. aqs_H i

Proof. We know that a; equals a weighted sum of all a; where weights are the n-th roots of
unity to the power of k. i.e.,

|
—

n

ay, = Wita;

<.
Il
o

We break down the summation into M smaller summations of size S such that each smaller
summation represent one ®; for some 0 < ¢ < M — 1. Moreover, we show k by ¢S + j, where
0 <j <8 -—1. Hence, we can show the following.
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Figure 3.1: The dependency graph of the FFT recurrence in MPC model. Different colors represent
different machines, in a setting with 4 machines with memory of 4 each. It could be observed that
the dependency graph in each machine at the first stage is isomorphic to the one of the second
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Utilizing Lemma we can provide an algorithm which solves the FFT problem in O(1)
MPC rounds, because we already know how to compute gb;qs. Algorithm @ shows the algorithm in
details. It can be observed that our algorithm is analogous to Cooley-Tukey algorithm with radix

n’.

Algorithm 6: mpc-fft(b)
Data: an array a.
Result: array a* containing the DFT of a.
permute a such that members of &4 be together in a single machine for all ¢ € Z r4.
Run in parallel: for q € Zxq do
D — fft(Dq);
bl Wl Vjels;

AW N

w

distribute ¢>+ . into different machines such that entries with same j be in a same machine.
Run in parallel for ] € Zs do
L (I)* — fft(<¢o ]’¢1 IR ’¢M71,j>);

8 permute all qu a (=a qSJrj) in a way that each of them retain its correct position.

R

Proof. [Theorem At the first step of the algorithm, we apply the bit-reversal permutation
in the input, thereby grouping the members of ®, in each of M machines. Applying a permutation
imposes a communication overhead of O(S) for each machine. Now, the ¢-th machine can compute
®f and <I>+ standalone in O(n) time as following:

o O = fft(d,)
F+ — wUHt
° CI)q,j = Wy (I)q,j

In the next round, we distribute ot 05 with the same j in the same machines. Note that ot Pt
with the same j fit into a single machme since x < 1/2. We even might need to fit multiple groups
of @;js into a single machine, which causes no problem. By the way, we can compute @;s in this

stage in 5(n) time. Afterwards it suffices restore appropriate ajs to their original position, where
for k =qS+j, ap = 93, O

Observation 3.4.1. Although Algorithm[f requires 3 rounds of communication for computing DFT
in the MPC model, the convolution of two arrays can be computed in 4 communication rounds.

Proof. Since we need to apply FFT twice for computing the convolution, we can find the
convolution in 6 communication rounds. However, since the first round applies a permutation on
the elements, and the last round applies the inverse permutation, we can ignore the last round
of computing the FFT, along with the first round of computing the inverse FF'T. The point-wise
product operation which is needed two be done between two FFTs allows us to do so, as it is
independent of the order of the arrays. O

3.5 Character Repetition Wildcard ‘4’

The character repetition wildcard, shown by ‘+’, allows expressing “an arbitrary number of a
single character” within the pattern. An occurrence of ‘+’ which is immediately after a character
¢, matches arbitrary repetition of character ¢. For example, text “bookkeeper” has a substring
that matches pattern “oo+k+ee+”, but neither of its substrings won’t match pattern “oo+kee+”.
In Subsection we reduce pattern matching with wildcard ‘4’ to greater-than matching in
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O(1) MPC rounds. The greater-than matching problem is defined with further details in Problem
Afterwards, we show a reduction of greater-than matching from subset matching problem,
explained in m Then, by showing subset matching could be implemented in O(1) MPC rounds,
we propose an O(1)-round MPC algorithm for string matching with wildcard ‘+ in Theorem [3.5.5

3.5.1 Relation to greater-than matching

Problem 3.5.1. Greater-than matching: Given two arrays T and P, of length n and m respectively,
find all indices 1 <7 < n — m + 1 such that the continuous subarray of T starting from ¢ and of
length m is element-wise greater than P, ie., Tj1 ;1 > P; V1< j<m.

To reduce pattern matching with wildcard ‘4’ to greater-than matching, we perform run-length
encoding on both the text and the pattern. This way, we have a sequence of letters each along
with a number showing the number of its repetitions, or a lower-bound restricting the number of
repetitions in case we have a ‘4’ wildcard. Subsequently, we can solve the problem for letters and
numbers separately, and merge the result afterwards. Note that pattern P matches a substring
of T if and only if the both the respective letters and the respective repetition restrictions match.
We also show we can find the run-length encoding of a string in O(1) MPC rounds in Observation

B5T

Definition 3.5.2. For an arbitrary string s, let s° be the run-length encoding of s, computed in
the following way:

e Ignoring ‘4’ characters, decompose string s into maximal blocks consisting of the same char-
acter representing by pairs (c;, cnt;) which show a block of cnt; repetitions of character ¢;.

e If a ‘+’ character is located immediately after a block or within a block, that block becomes a
wildcard block, and represented as (c;, cnt;+), where cnt; is still the number of the occurrences
of character ¢; in the block.

e s° equals the list of these pairs (c;, cnt;) or (¢;, cnt;+), concatenated in a way that preserves
the original ordering of the string.

For example, for T' = “bookkeeper” and P = “o+o+k+ee+p",

1° = <<b7 1>7 (0,2), <k’ 2>7 (,2),(p, 1), (e, 1), <r> 1>>
P° = ({0,2+4), (k, 14), (e, 2+), (p, 1))

We alternatively show the compressed string as a string, for example,
o T° = “b[1l]o[2]k[2]e[2]p[1]e[1]r[1]”.
o P° = “o[2+]k[1+]e[2+]p[1]”.
Observation 3.5.1. We can perform run-length encoding in O(1) MPC rounds.

Proof. Suppose string s is partitioned among M machines such that ¢’th machine contains s; for
1 <4 < M. Run-length encoding of each s; could be computed separately inside each machine.
Let

s; = ((ci1, entin), (cio, entia), ..., (i, entig,))
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be the run-length encoding of s;, where I; is its length. Then in the next round, we can merge
(€ig;sentig,) and (cip1,1, entiy1) if ¢, = cip1 for all 1 <4 < M — 1, and we will end up with s°
if we concatenate all s’s. O]

As we mentioned before, in order to reduce from greater-than matching, it is possible to divide
the problem into two parts: matching the letters, and ensuring whether the repetition constraints
are hold, and solve each part separately. The former is a simple string matching problem, but the
latter requires could be solved with greater-than matching. Formally, we need to find all indices
1 <i<n—m++1 such that for every 1 < j < m, the following constraints holds:

(). T7y ;-1 = (c¢j, ) for some z > cnt; if P7 = (cj, cnt;+).

(ii). T2 ;1 = (¢j,enty) if PP = (cj,entj) and 2 < j <m — 1.

7

(iil). 77y ;1 = (¢j, ) for some x > cnt; if P = (c¢j,cnt;) and j € {1,m}.

Constraint needs to be considered to allow the substring in the original text 71" starts and
ends in the middle of a block of ¢; or ¢, letters. By considering only those substrings which their
letters match, we can get rid of letter constraints. Also to ensure constraint we can perform a
wildcard ‘?” pattern matching by replacing each cnt;+ and also cnt; and cnt,, by a ‘?” wildcard, and
keep only the numbers that constraint checks. Thus, if a substring T7; ., _; matches according
to this wildcard ‘?’ pattern matching, what remains is a greater-than matching, as we only need

to check constraints (i)l and and we can replace numbers we already checked for constraint
by some 0’s.

Observation 3.5.2. We can reduce pattern matching with wildcard ‘+’ from greater-than matching
in O(1) MPC rounds.

Using Observation it only remains to perform O(1) wildcard ‘7’ matchings to obtain an
instance of greater-than matching that already satisfies constraint as well as letter constraints.
Thus, Observation [3.5.2| is implied.

3.5.2 Reduction from subset matching

Problem 3.5.3. Subset Matching: Given T, a vector of n subsets of the alphabet ¥, and P, a
vector of m subsets in the same format as 7', find all occurrences of P in T. P is occurred at
position i in T" if for every 1 < j < |P|, P; C Tiyj—1.

The subset matching problem is a variation of pattern matching where pattern matches text if
each of the pattern entries is a subset of the respective entries in text. Keeping this in mind, we
use subset matching to solve greater-than matching in O(1) MPC rounds, and thereby achieving
a O(1)-round solution for the problem of pattern matching with ‘+’ wildcard character using the
subset matching algorithm proposed by Cole and Hariharan [30].

Observation 3.5.3. We can reduce greater-than matching to subset matching in O(1) MPC rounds
with total runtime and total memory of O(Q), where Q is the sum of all Ty’s, i.e. Q =Y ", T;.

The idea behind Observation is to have a subset {0,1,2,...,7T;} instead of each entry of
T;, and a subset {P;} instead of each P;. This way if 7' matches P in a position 1 <i <n—m+1,
then we have Pj € {0,1,2,...,Tj;j—1} since P; < Ty for all 1 < j < m. This way, we can solve
pattern matching with wildcard ‘+” in O(1) MPC rounds if subset matching could be solved in O(1)
MPC rounds. In the following, Lemma shows it is possible to solve subset matching w.h.p in
a constant number of MPC rounds. The algorithm utilizes O(log(n)) invocations of wildcard ‘7’
matching.
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Lemma 3.5.4. We can solve subset matching in O(1) MPC rounds with total runtime and total
memory of O(Q), where Q is the sum of the size all T;’s, i.e. Q@ =Y ", |T;|.

Proof. First, consider solving an instance of the greater than matching problem in O(1) MPC
rounds. We partition the entries inside all T%’s into ¥ sequences T%', T%2 ... T"* inside each
machine, where 7% = {k | j € Tjs41}. We just create a subset of these sets which are not empty,
ie, T, = {T% | |T%| > 0}, so that 7; fits inside the memory of each machine. P; also can be
defined similarly. We can sort all the union of all 7;’s and P;’s in a non-decreasing order of j and
breaking ties using ¢ in O(1) MPC rounds [43].

This way, we end up with a sparse wildcard matching for each character in X, because we want
to check in which substrings of T" each occurrence of character j € ¥ in P is contained in the
corresponding T;. We can put a ‘1’ instead of each occurrence of j in P, a ‘7’ instead of each j in
T, and a ‘0’ in all other places since we are considering a greater than matching instance. Using
the similar algorithm as in [30], we can easily reduce each instance of sparse wildcard matching
to O(log(k)) normal wildcard matching with size of O(k) in O(1) MPC rounds, where k is the
number of non-zero entries. Using Corollary we can give a O(1) round MPC algorithm for
subset matching when the input is an instance of greater than matching. We can easily extend
these techniques to solve subset matching algorithm in O(1) MPC rounds, as Cole and Hariharan
[30] showed it is analogous to sparse wildcard matching. O

Theorem 3.5.5. There exists an MPC algorithm that solves string matching with ‘+’ wildcard in
constant rounds. The total memory and the total running time of the algorithm are O(n).

Proof. We can also simplify the algorithm for pattern matching with wildcard ‘4, by exploiting
subset matching flexibility. We can also use subset matching to verify constraint of greater-than
matching reduction (instead of wildcard ‘?’ pattern matching), as well as letter constraint (instead
of regular string matching with no wildcard). We define 77 and P’ as follows:

T; = U {{ei, j+) U {{es enti) } if 7 = {ci, ent;) (3.12)
j=1

P! = {{c;,ent;)} if P = (ci,cnt;) (3.13)

P! = {{c;, ent;+)} if P7 = (c;,cnti+) (3.14)

It could easily be observed that subset matching of 77 and P’ is equivalent to pattern matching
with wildcard ‘+’ of T and P, and also this simpler reduction is straight-forward to implement in
O(1) MPC rounds. In addition, the total runtime and memory of this subset matching which is

O(Q) is equal to O(n) in the original input. Note that 7" is resulted form 7° whose sum of its
numbers, that each of them shows the repetitions of the respective letter, equals n. O

3.6 String Replace Wildcard “*’

In this section we consider the string matching problem with wildcard “*’.
Given strings s € X" and p € {E¥ U “®’}™ we say a substring of p is a subpattern if it is a
maximal substring not containing ‘*’. We present the following results in this section:

(i). A sequential algorithm for string matching with wildcard “*’ in time O(n + m).
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(ii). An MPC algorithm for string matching with wildcard “*’ in O(logn) rounds using O(n*)
machines if the length of pattern p is at most O(n!=%).

(iii). An MPC algorithm for string matching with wildcard “*’ in O(logn) rounds using O(n”)
machines if all the subpatterns of p are not prefix of each other.
3.6.1 Linear time sequential algorithm

Observation 3.6.1. Given strings s € X" and p € {¥ U ¥’} there is a sequential algorithm to
decide if s matches with pattern p in time O(n +m).

Let the subpatterns of p to be Pi, Ps, ..., P,. Our sequential algorithm is StringMatchingWith-
Star(a).

Algorithm 7: StringMatchingWithStar(a)

Data: s € X" and p € {Z U ¥},
Result: Yes or No.
1 Set i<« 1;
2 for j=1,2,...,w and i <n do
Run KMP for the string s[¢,n] and pattern Pj;
If KMP fails, then Return No;
Let i’ be the position satisfying s[i’, ' + |P;| — 1] = P; obtained by KMP;
Set i i’ + | P;;

w

[~ BN

7 Return Yes.

3.6.2 MPC algorithm for small subpattern

Theorem 3.6.1. Given strings s € X" and p € {X U “*}™ for m = O(n'=%), there is an MPC
algorithm to find the solve the string matching problem in O(logn) rounds using O(n®) machines.

We assume string s is partitioned into s, s, ..., s; for some t = O(n”) such that every s; has
length at most O(n'~%). We say string s is an exact matching of p if there is a partition of s into
Ip| (possibly empty) substrings such that if p[i] is not ‘*’, then i-th substring is same to pli].

Given indices 7, j € [t] of string s and position k of pattern p, let f(i, 7, k) be the largest position
of p such that the concatenation of s;, s;+1,...,s; matches pattern pk, f(i, j, k)].

To illustrate our idea, we need the following definitions:

(i). g(k) for position k of p: the largest position which is smaller than or equal to k£ such that
plk] is “*.

(ii). h(k) for position k of p such that p[k] # *’: the smallest integer r such that p[g(k)+ 1,k — 7]
is a prefix of plg(k) + 1, k].

Consider the following equation for an arbitrary i < i’ < j (let 8 = f(i,4',k))

o if pl] = ¥
f(iaja k) = f(2/+ 1ajaﬁ)

o if plf] # ¥
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f(ZI—I_]"]’g(B))?

maxogszB*g;f)J{f(i' +1,5,8—1L-h(B))}

f(i,7,k) = max (3.15)

Our algorithm is StringMatchingWithStar(b).

Proof. [of We show that Eq. correctly computes f(i,j, k) for an arbitrary i < i’ <
j. Then the theorem follows from the description of StringMatchingWithStar(b), Eq. and
Observation [3.6.1]

Let a be the largest position of p such that there is an exact matching of the concatenation of
Siy...,s;and plk, . If f(4,7,-) and f(¢'+1,7,-) are correct, and f(i, j, k) is computed by Eq.
then f(i,j,k) < a, since Eq. implies a feasible exact matching.

Now we show that f(i,7, k) > «if f(i, 7, k) is computed by Eq. There is an exact matching
of the concatenation of s;,...,s; and p[k,a]. Let v be the position of pattern p such that the last
symbol of sy is matched to p[y]. By the definition of function f, v < 3.

Consider the case of p[y] =* or p[y] #* but p[y] =*". We have g(8) > v and f(i'+1,j,7) = a.
By the monotone property of f, we have f(i,7,k) > f(i' +1,7,9(8)) > f(i' +1,4,7) = a.

Consider the case of p[y] #*” and p[B] #*’. If v and 8 are in different subpatterns, then using
above argument, we have f(i,j, k) > a. Otherwise, p[h(8) + 1,7] is a suffix of p[h(5) + 1, 5], which
implies that there is a non-negative integer ¢ such that v = g — ¢- h(f3). Hence, f(i,5,k) > a. O

Algorithm 8: StringMatchingWithStar(b)

Data: two array s and p.
Result: Yes or No.

1 Distribute s1, s2, ..., st to distinct machines, and distribute p to every machine;

2 Compute f(4,%,k) for all the k on the machine containing s; by algorithm StringMatchingWithStar(a) in parallel;

3 form=1,2,...,[logyt] do

4 For every 4 > 1, put f(i,i 4+ 2™~1 —1,k) and f(i + 2™ ',i + 2™ — 1, k) into same machine for all the k in
parallel;

5 For every i > 1, compute f(4,7 + 2™ — 1, k) for all the k by Equationwith j=1i+2™ —1 and

i! =i4+2m~1 —1 in parallel;

6 Return Yes if f(1,¢,1) = w, otherwise return No.

3.6.3 MPC algorithm for non-prefix subpatterns

Theorem 3.6.2. Given strings s € X" and p € {X U “*}'™ such that subpatterns are not a prefix
of each other, there is an MPC algorithm to find the solve the string matching problem in O(logn)
rounds using O(n*) machines.

Proof. We show that algorithm StringMatchingWithStar(c) solves the problem.

We first prove the correctness of the algorithm. Since all the subpatterns are not a prefix of
each other, for every position i of string s, there is at most one subpattern P, such that P, is a
prefix of s[i,n]. On the other hand, if s[¢, j] is not a prefix of any subpattern, then h(s[i, j]) does
not equal to any of the hash value obtained in Step 1, otherwise, h(s[i, j]) is equal to some hash
value obtained in Step 1. Hence, for every i € [n], the “for” loop of Step 2 finds the subpattern P,
such that P, is a prefix of s[i,n| by binary search if P, exists.

If string s matches pattern p, then any set of positions a1, as,...,a, with the following two
conditions

(). P; is a prefix of s[a;,n] for every i € [w].

(ii). a; + |P;| < a;y1 for every i € [w — 1].
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corresponds to a matching between s and p. Hence, string s matches pattern p if and only if vg
and vy,41 are connected in the constructed graph of Step 15 and 16.

Now we consider the number of MPC rounds required. Using the argument of Section 77,
computing hash of all the prefixes of every subpattern or a set of n substrings of s needs constant
MPC rounds. Hence Step 1 needs constant rounds, and the “for” loop of Step 2 needs O(logn)
rounds. Step 15 naturally needs a single round. Step 16 can be done in O(logn) rounds by sorting
all the (i, f(i)) pairs according to the f function values and selecting j such that j > i+ |Py(;)| and

f(4) = f(i) + 1 for all the pairs (i, f(¢)). The graph connectivity needs O(logn) rounds.

Algorithm 9: StringMatchingWithStar(c)

Data: two array s and p.

Result: Yes or No.
1 For each subpattern P; in parallel compute the hash value of every prefix of p;;
2 for each position i of string s in parallel do

3 Set j = 0 and k = n initially;
4 while j < k do
5 Let £ = [(j + k)/2];
6 Compute the hash h(s[i, 7+ £]);
7 if there is a hash obtained in step 2 same to h(s[i,i + ¢]) then
8 L Set j « ¢;
9 else
10 | Setkt—1;
11 if there is a subpattern p, same to s[i,i + j| then
12 L Set f(i) + u;
13 else
14 | Set f(i) = 0;
15 Construct an empty graph in parallel with vertices vg,v1,...,vn+1. Add edge (vo,vs) and (v¢, vp41) where s is the

smallest integer such that f(s) =1, ¢ is the largest integer such that f(t) = w;

16 For every i € [n] such that f(i) > 0, in parallel add edge (v;,v;) to the graph where j is the smallest integer such
that j >+ | Py and f(5) = f(i) + 1;

17 Run graph connectivity algorithm on the graph constructed. return Yes if vg and vp41 are in the same connected
component of the graph, otherwise return No ;
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