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Abstract
The growing role of mobile devices in previously face to face
interactions presents new domains for cryptographic applica-
tions. At the same, time the increased role of digital systems
raises new security and privacy issues. With some thirty thou-
sand notifications sent, inSPOT.org’s electronic notification of
exposure to sexually transmitted infections is one such con-
cerning development. This paper explores those concerns, the
features of an ideal service for both notification and certifica-
tion, and outlines protocols for cryptographic solutions.
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1 Introduction

Whether it is using LinkedIn to find jobs, WebMD to
obtain medical advice, or Foursquare for social interac-
tion, digital systems now play an important role in hu-
man interaction. At the same time, these technologies
have introduced new security and privacy risks. These
risks have accelerated with the increased popularity of
mobile applications, which move these interactions out
from behind monitors and into the public realm.

One interesting consequence of these trends is the
emergence of online systems for notifying sexual part-
ners of exposure to sexually transmitted infections
(STIs). In 2004, the digital advocacy group ISIS in-
troduced inSPOT, an Internet-based system for notify-
ing partners via e-cards. inSPOT has received signifi-
cant attention from medical researchers [19, 16]. Hog-
ben et al. describe the medical importance of notification
systems such as inSPOT, noting that “The high number
of cases of gonorrhea and chlamydia... makes [paper-
based] partner notification for all named partners imprac-
tical in many jurisdictions.” [16]
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inSPOT’s very existence is stems from another change
in human interactions: the prevalence of sites/apps for
online dating and casual sex. Without these apps,
inSPOT’s target audience would be unlikely to have
email addresses for their partners, or any contact infor-
mation at all for the case of pseudonymous partners.
Users of such networks already share information on dis-
ease status [4]. In the case of one site, MANHUNT, HIV
status is actually part of every user’s profile. Similarly,
at least one business sells digital “STD free” certificates
that can be included in online dating site profiles.

Although there is a fair amount of coverage in the
popular press of the role of online dating in STI trans-
mission, there have been relatively few scientific evalua-
tions [4]; hence it is difficult to determine what role STI
status plays. What we can say with confidence is that in-
dividuals are cognizant of the issue when finding partners
online, that currently the filtering process relies on trust,
and that it would be desirable to develop more reliable
methods for screening partners.

This paper examines the security and privacy implica-
tions of STI notification and certification. We emphasize
that the former is not a theoretical problem in computer
security, nor is it limited to small scale public health ex-
periments: these problems are present in real systems
with large numbers of users. Moreover, given the ex-
tremely sensitive nature of the data involved – STI sta-
tus, sexual partner history, and sexual orientation – and
a potential motivation to cheat or game the system (e.g.,
to appear healthy when not) – there is a need for serious
anonymity and security guarantees.

Our Contribution. To address the concerns above, we
propose TruSTI, a mobile application that allows part-
ners to certify their STI status in a manner that preserves
the privacy of all participants. The core of TruSTI is a
novel cryptographic protocol by which a user Alice can
prove her status to another partner, without revealing in-
formation that could later be used against her. The tech-
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niques used in constructing this protocol borrow from the
area of anonymous credentials [6] and deniable signa-
tures [22, 12]. We also propose an extended protocol that
allows users to securely notify their partners of a change
in STI status. All of our protocols allow partners to in-
teract via an untrusted connection (e.g., the Internet).

Specifically, our contributions are:

1. A new deniable certification protocol that uses sig-
natures with efficient protocols and non-interactive
zero-knowledge proofs. Using this protocol, a user
A may certify her status to a user B without reveal-
ing any information that could later be used as evi-
dence that a transaction even took place.

2. An anonymous credential system that uses human-
verifiable identifiers: specifically, user photographs.
Many existing credential systems assume the ex-
istence of a PKI, or some arbitrary ‘pseudonym’.
By tying photographs to the credential, we address
many of the usability challenges involved in deploy-
ing a “face-to-face” credential system.

3. A deniable notification protocol that a user can em-
ploy to securely notify partners of a change in STI
status.

4. Finally, we consider the implementation and de-
ployment challenges of our system, and propose a
design specification for a TruSTI deployment on
smartphones.

We stress that TruSTI is not a theoretical exercise. We
have designed the system to work with real mobile hard-
ware operated by users with no technical training. Al-
though we employ advanced cryptographic techniques
in our certification and notification protocols, the cryp-
tography is kept “under the hood”. Most importantly,
TruSTI does not require users to exchange or manage
cryptographic keys, something that has proven to be
challenging for non-technical users (see e.g., [25]). We
assume only that the user is familiar with smartphone so-
cial applications such as Facebook and that she is capable
of linking to a social network profile with a recognizable
photograph. See Figures 1 and 3 for an example of what
TruSTI looks like from the user’s perspective.

2 Medical Background

This section gives a basic background on Sexually Trans-
mitted Infections (STIs), human behavior, and the role of
STIs in partner selection.

Sexually Transmitted Infections. Considering the
prevalence of STIs and the fact that a number of these in-
fections such as chlamydia or HIV may be spread when

1 Alice shares a QR code with Bob 

Relay IP address
Shared secret

2 The devices establish a secure communication channel via the relay

3 One or both devices execute the certification protocol using the secure channel

4 Each device displays the other party's photograph and test status 

☑ ☑

Figure 1: How TruSTI certification works in practice.
Note that the devices exchange messages using a secure
communications protocol, with the assistance of an un-
trusted Internet relay service. Only steps (1) and (4) are
visible to the user.

the affected patient is asymptomatic, detection and treat-
ment are critical. For example, it is estimated that at least
1 in 6 Americans have herpes and that many are unaware
of their infection [26]. This underscores both the impor-
tance, well understood in the public health community,
of testing and notification of partners when they have
been exposed.

STI testing, however, is not instantaneous. STIs have
incubation periods ranging from days (Herpes Simplex)
to months (Human Papillomavirus) [26]. Hence a neg-
ative STI test only reflects that the user had no STIs
roughly six months prior. Even in high risk populations,
tests are recommended only annually [26].

Testing involves a patient, a physician’s office or clinic
where the samples are taken, and a lab where the test is
conducted. In the US, there are two major commercial
medical and diagnostic laboratories: Quest Diagnostics
and Laboratory Corporation of America (LabCorp) [17].

Notification. An important concept of STI prevention
is partner notification. Notifying past partners of a new
STI provides the opportunity to initiate early testing and
may prevent further spread of the infection.

Traditional STI notification occurred by mail, by
phone, or in person. Notification was either the patient’s
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responsibility, facilitated by a public health investigator,
or done by the public health investigator at the patient’s
request [16]. These approaches have two shortcomings.
First, as noted previously, the volume of cases makes this
impractical. Second, the personal interactions involved
may cause under reporting [14].

As far as we know, the first major system for online
partner notification is inSPOT. inSPOT was designed to
provide a “Web site that uses electronic postcards (e-
cards) to assist people in disclosing an STI diagnosis
to their sex partner(s)” [19]. Similar to an e-vite or an
email, inSPOT users can create an e-card notifying their
partner to get tested. They may include a personal mes-
sage. The card is sent to a user provided email address
either anonymously or from a named recipient.

The assumption is that users will have met their part-
ner via an online personal ad or dating site and thus
learned their partner’s email address. This assumption
does not hold, nor does inSPOT work, in the case of a
meeting in a bar or via a geo-social networking app (see
next section). Such limitations obviously reduce the ef-
fectiveness of the system.

inSPOT has been at least moderately successful in pro-
viding notifications: 9,916 e-cards were sent in the L.A
area alone in 2006 [19]. Between the site’s creation in
2004 and 2008, some 30,000 notifications were sent [19].
Considering the relatively small high risk communities
that this program targeted and the small number of cities
involved, these numbers are encouraging.

STIs and social networks. A new set of mobile appli-
cations have emerged for “geo-social networking.” Us-
ing these apps to find sex partners in non-online situ-
ations is an increasingly prevalent practice in at least
some target communities. One prominent app, Grindr
boasts over 1 million gay and bisexual users worldwide.
Rather than being used behind monitors at home, Grindr
is used in bars and other locations in lieu of a physical
approach [20].

Such users, accustomed to digital intermediaries for
partner selection are the most likely initial users of
TruSTI. At the same time, since ease of finding sexual
partners increases the risk of acquiring STIs and since
youth with partners found both online and offline are
more likely to report STIs [3, 21], TruSTI could be of
substantial use to this demographic.

Partner filtering by STI status in social net-
works. Even though there is evidence that sensation
seeking and impulsive decision-making are associated
with sexual risk behaviors, the impact of knowledge
about a potential partner’s STI status in the selection pro-
cess has not been well described [10]. Indirect evidence
points to the STI status as an important selection crite-
rion: users in chat rooms and on dating sites do advertise

that they are ”disease and drug free” [4]. The popular gay
dating site MANHUNT.net has a field for HIV status on
all of its profiles.

The online service qpid.me allows users to reveal STI
test results to a potential partners either via text mes-
sage or on an online dating site. Unlike statements in
chat rooms and on MANHUNT.net, which rely on trust,
qpid.me verifies results from a testing center/lab. The
service is relatively new, founded in 2010 and usage
numbers do not appear to be publicly available [1].

3 Existing Approaches and Issues

We now briefly describe some existing technical solu-
tions for partner notification and certification.

inSPOT.org inSPOT is used by a large number of users
and offers a convenient way of notifying past sexual part-
ners to get tested for an STI. Unfortunately, inSPOT ad-
dresses only the problem of post-encounter STI notifi-
cation: it does not prevent encounters with STI infected
partners. Moreover, inSPOT suffers from a number of
security and privacy issues.

Although the inSPOT operators seem trustworthy,
users’ private information might be obtained by way
of a server breach (something that has become increas-
ingly common in recent years). Moreover, inSPOT uses
standard non-encrypted electronic mail to notify part-
ners, which further opens the user to an account breach
on these services. The loss of this information is of
particular concern for individuals who do not wish to
publicly disclose their sexual preferences due to fear
of discrimination [18]. Finally, a user’s sexual prefer-
ences or infection status might “leak out” inadvertently
due to machine-targeted advertising by web-based email
providers.

Privacy issues associated with systems like inSPOT
can lead to only partial partner notification. Individu-
als may under-report partners to avoid looking overly
promiscuous, or they may leave off same-sex partners.
Even when reporting is honest, some partners may not
share the necessary email contact information for privacy
reasons.

Finally, systems like inSPOT are always vulnerable to
the problem of false notifications. Because these e-cards
appear to come from a reputable site, they can cause
emotional and financial harm (as, for example, one indi-
vidual discovered [15]). inSPOT has no solution to this
problem.

qpid.me qpid.me [1] provides certification of STI sta-
tus via text message, a website, and badges on dating
sites. Because certification involves both parties, over
time qpid.me learns the sexual history of a user. More-
over, qpid.me has no strong binding between its user ids
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Figure 2: Some example e-cards used by the inSPOT partner notification system [16].

and the user’s medical records. Worse, since it is authen-
ticated with a simple PIN, there is no binding whatsoever
between qpid.me’s user ids and a user’s real world iden-
tity or identity on a dating site. Thus it is both reasonably
easy for a malicious user to provide negative STI tests
that are not hers and trivially easy to borrow a friend’s
clean qpid.me profile. In short, it has almost all of the
privacy risk of inSPOT coupled with a far higher conse-
quence for forgery.

4 TruSTI: Technical Approach

In this section we lay out some of the technical properties
used in TruSTI.

4.1 Security Properties
TruSTI addresses two basic problems:1) How can a
Prover demonstrate in-person to a Verifier that a Test
Center has certified a set of results; and 2)How can the
same Prover subsequently notify the Verifier if the re-
sults change. We now describe the privacy and security
properties required for this transaction.

Unforgeability. Informally, the Prover should not be
able to convince a Verifier to accept a set of results
that were not certified by the Test Center.

Deniability The Verifier should not be able to convince
a third party of the results, or even that an inter-
action took place. In practice, we require that any
transcript of the cryptographic protocols should be
completely forgeable by either party.

Authenticated notification. When notified of a later
change in the Prover’s test status, the Verifier should
be assured that the notification came from the
Prover.

Reciprocal anonymity. Preventing fraudulent notifica-
tions requires the Verifier to issue some credential

that the Prover can use to prove interaction at some
later point. However, neither party should be able
to use this credential to prove a relationship.

4.2 Technical obstacles and solutions

The properties above closely map to the goals of an
anonymous credential system. However, anonymous
credentials are in and of themselves insufficient. We re-
quire additional properties:

Effective non-transferability. Digital objects are eas-
ily shared. This cannot be prevented or even detected
in a truly anonymous credential system: by dint of their
strong anonymity requirements, credentials cannot be
tied to a physical owner. In practice, two approaches
have been used to prevent sharing of credentials: one is
to limit the usefulness of a credential (e.g., by preventing
double-spending); the other is to tie the credential to the
user’s public key.

Because both parties meet physically, we are not
bound by the strong anonymity requirement and its pro-
hibition against physically linkable credentials. We are
free to use any techniques we want, including biometrics,
to prove that Alice has a credential that was issued to her
provided we don’t further erode Alice’s anonymity. We
choose to include a photo in the credentials, effectively
constructing a pseudonymous digital photo ID. Although
the credential protocol may take place online, it is not
fully verified until physical credential linkage is estab-
lished by a face to face meet.

5 Cryptographic Preliminaries

The protocols in this work are based on several crypto-
graphic building blocks which we describe in this sec-
tion. The reader should refer to the cited references for
details and security definitions. Let k be an adjustable
security parameter for our protocols.
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Zero knowledge proofs of knowledge. Zero knowl-
edge proofs of knowledge allow a Prover to prove to a
Verifier that she knows a witness to a statement, with-
out revealing any information about the witness itself.
There are a variety of techniques for proving com-
mon algebraic statements which have been used in the
literature to construct statements over committed val-
ues [24, 7, 11, 9, 2]. The majority of these protocols can
be made non-interactive using the Fiat-Shamir heuris-
tic [13]. We denote such a proof as a NIZKPoK.

To describe these proofs, we will use the notation
of Camenisch and Stadler [8]. Consider for example:
NIZKPoK{(x) : h = gx}. The variables inside the paren-
thesis indicate the secret values that are not revealed in
the proof and the expression after the colon is a state-
ment about those values that is proven. These proofs can
also be used to prove compound statements. For exam-
ple, to assert knowledge of one of two statements, we
will use the expression (Statement 1 ∨ Statement 2).
These proofs work over a wide variety of statements and
conjunctions.

Signatures with efficient protocols. Our techniques
require a signature scheme with the following special
properties. First we require a scheme that can sign a
vector of one or more messages. Second, we will need
to conduct non-interactive proofs over statements related
to these signatures. There are several signature schemes
that meet these requirements, the most notable being the
CL-signature of Camenisch and Lysyanskaya [6], which
is secure under the Strong RSA assumption.1 Notation-
ally, we will describe the signature scheme as a tuple
of algorithms (KG, Sign, Verify). To describe a proof
of knowledge of a signature σ on public message vec-
tor ~m and public key pk, we will use following notation:
NIZKPoK{(σ) : Verify(pk,σ ,~m) = 1}.

Commitments. Let (CSetup,Commit,Decommit) be
a secure commitment scheme where CSetup generates
public parameters params; on input a message m and
random “decommitment” r, Commit(params,m,r) out-
puts a commitment C; and on input C,m,r, Decommit
outputs {0,1}.2 Our subsequent constructions require
an efficient protocol for proving knowledge of (m,r)
with respect to a commitment, which we denote by
NIZKPoK{(m,r) : C∈ Commit(params,m,r)}. We rec-
ommend using the Pedersen commitment scheme [23]
based on the discrete logarithm assumption. Schnorr’s
technique [24] may be used to efficiently conduct the
proof.

1See [6] for details of the proof protocols. We briefly note that
these protocols can be made non-interactive by using the Fiat-Shamir
heuristic; see e.g., the protocols of [5] for an example.

2We will not be specific about the message space of the commitment
scheme, and assume that it can handle arbitrary messages (possibly
with the assistance of a collision-resistant hash function).

6 Certification

We now describe a cryptographic protocol by which one
party may certify their status to another individual. Our
protocol consists of three phases: global setup, con-
ducted by the trusted Test Laboratory; enrollment, in
which a user obtains a digital certification of their STI
status and photo from the Lab; and certification in which
a user proves this status to another individual. In each
interaction, we assume a secure channel between the in-
dividuals communicating.

Setup. Prior to enrolling any patients, the test center
generates a signature key pair (pkT ,skT )← KG(1k) as
well as the global parameters for a commitment scheme.
The test center publishes pkT to all parties in the system.

Enrollment. When a patient obtains the results of an
STI test, she enrolls in the system using the following
steps. First, the user verifies her identity by producing
a valid photograph, which the test center administrator
should verify for accuracy.3 As input to this process, the
test center provides the user’s STI status (which may con-
sist of a vector of test results), the test date, and the test
center’s signing key skT .

1. Credential generation. The test center constructs
a ‘credential’ σ = Sign(skT ,〈H,m1, . . . ,mt ,T 〉),
where:

(a) H is a collision-resistant hash of the patient’s
photograph.

(b) (m1, . . . ,mt) is a vector containing the pa-
tient’s STI status (t is the number of distinct-
conditions tested).4

(c) T is a timestamp.

The test center provides the patient with the creden-
tial σ as well as the message elements above. The pa-
tient records these values securely on a device such as a
smartphone.

Proving STI status. When an individual wishes to prove
her status to another party, the two parties engage in
the following protocol. We denote the first party as the
“Prover”, and her input is: her photograph, the STI status
results (m1, . . . ,mt), the timestamp T, and the credential
σ generated during enrollment. The second party is the
“Verifier”, and provides no input.

3In practice, this photograph can be a public photograph: e.g., a
profile picture for a social network. It is preferable that the photo be
publicly-available, to prevent a potential partner from using it as evi-
dence that an interaction occurred.

4For simplicity, we will assume that the order and formatting of
these results is fixed. In practice, these messages may be encoded as
key-value pairs.
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1. The Verifier first generates a random nonce
n ∈ {0,1}k and a random decommitment
value r, then generates a commitment
C = Commit(params,n,r), and transmits C
to the prover. He stores (n,r) for later use.

2. The Prover now constructs the following non-
interactive proof:

Π = NIZKPoK{(σ) :
Verify (pkT ,σ ,〈H,m1, . . . ,mt ,T 〉) = 1 ∨

C ∈ Commit(params,n,r)} (1)

Note that the Prover does not know the values (n,r)
in the second equation. This is acceptable, since it is
sufficient for the Prover to satisfy the first equation
in the OR proof.

Next, the Prover selects a random decommitment rΠ

and computes a commitment on Π as:

CΠ = Commit(params,Π,rΠ)

The Prover transmits the commitment CΠ, her pho-
tograph, and the values (m1, . . . ,mt ,T ) to the Veri-
fier.

3. The Verifier reveals the nonce n and the decommit-
ment value r (selected in step 1) to the Prover.

4. The Prover verifies that
Decommit(params,C,n,r) = 1. If so, she
transmits the proof Π and the decommitment rΠ to
the Verifier.5

5. The Verifier checks that
Decommit(params,CΠ,Π,rΠ) = 1, computes
H by hashing the photograph, and verifies that
Π is a valid proof of knowledge on all known
messages. If the proof verifies, the Verifier outputs
the Prover’s photograph, timestamp T, and STI
status vector (m1, . . . ,mt). If not, it outputs Reject.

Commentary. The certification protocol will convince
a Verifier that the Prover possesses a valid credential σ

on her test results, and that the results are bound to the
Prover’s photograph. The main ingredient is the NIZK
proof Π that the Prover constructs in step 2. Intuitively,
this proof shows that either the Prover has a valid creden-
tial tied to the photograph, or that she knows the nonce
n chosen by the Verifier in step 1. This is convincing to
the Verifier, since at this point in the protocol the Verifier
has not yet revealed the nonce n.

The rest of the protocol exists to ensure that the Veri-
fier cannot convince some third party that the transaction

5The Prover may optionally publish (C,n,r) to a public bulletin
board via an anonymous communication network.

has taken place. Having committed to a proof Π in step 2,
the Prover now forces the Verifier to make (n,r) public.
Only after receiving these values does the Prover reveal
the actual proof Π. The nature of Π is such that any party
with knowledge of (n,r) can forge a valid-looking proof
(for any user at all, given only a photograph); hence, once
these values are public, the proof will have limited ability
to convince a third party.

6.1 Detailed Security Analysis
A full security proof is beyond the scope of this paper,
but in this section we briefly sketch the outline that such
a proof would take. We begin with the following assump-
tions: (a) the signature scheme is existentially unforge-
able, (b) the NIZK proof system is both sound and zero-
knowledge, and (c) the commitment scheme is binding
and hiding.

Forgery. We first consider the property of credential un-
forgeability: that an adversarial Prover cannot convince
an honest Verifier to accept false data. For the purposes
of our analysis, we assume that the Test Center is trusted.
Therefore, if an adversarial Prover convinces the Verifier
to accept invalid data, one of three events must have oc-
curred: (1) the Prover has forged the signature σ ;(2) the
Prover has formulated an invalid NIZK for the creden-
tial; (3) the Prover has correctly formulated the NIZK,
but has based the proof on knowledge of (n,r) rather than
the credential σ .

Clearly the first two events directly contradict assump-
tions (a) and (b), and would allow us to create an adver-
sary against those schemes. We therefore focus on the
third event. In this case, there are two possibilities: that
the Prover has guessed (n,r) at step 2, before the Ver-
ifier reveals these values; or that the Prover formulated
the proof Π subsequent to step 2, and yet still produced
a valid decommitment to CΠ. The former event should
occur with only negligible probability, while the latter
would indicate an attack on the binding property of the
commitment scheme. Under our assumptions, the prob-
ability of such a credential forgery must be negligible in
the scheme’s security parameter k.

Deniability. We now consider the possibility that an ad-
versarial Verifier will attempt to convince a third party
that an interaction has taken place. Without loss of gen-
erality, we assume that the transaction actually did take
place with the Prover, though – as we will show – this
is not necessary. We also assume that the third party is
able to communicate with the Verifier prior to and subse-
quent to the execution protocol, but does not communi-
cate in real time (i.e., it cannot use the Verifier as a real
time proxy) during the actual protocol transaction (we
will discuss this possibility in Section 8). Let T be a
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transcript of the interaction between the two parties. We
will proceed by showing that any legitimate transcript T
is indistinguishable from a simulated transcript T ′ that
could have been produced without the participation of the
Prover.

Any party can simulate a T ′ using only “forged”
or public information: the alleged Prover’s (publicly
available) photograph, and an arbitrary set of values
(m1, . . . ,mt ,T ). The simulator selects (n,r) as in step 1,
and constructs the NIZK using (n,r) as the witness. She
then produces valid commitments C and CΠ to complete
the protocol transcript. Clearly all aspects of the tran-
script T ′ except for the NIZK are distributed as in the
real transcript T . If a distinguisher succeeds in distin-
guishing T ′ from T with non-negligible advantage, we
can use this distinguisher to violate the NIZK’s witness-
indistinguishability property, which in turn provides a
distinguisher against the zero-knowledge property of the
NIZK.

7 Notification

We next describe modifications to the certify protocol
to enable the Prover to notify the Verifier of subsequent
changes in her status. The new steps introduced in this
section are: notification grant in which the Prover grants
the Verifier tokens to later send a notification; certify
change in which the Lab certifies that the Prover tested
positive; and notification send in which the Prover proves
to the Verifier that she tested positive.

To support notification, we make the following
changes to the protocols described in §6:

Modified Enrollment protocol. During the Enrollment
process, the Prover generates a keypair (pkP,skP) ←
KG(1k). The Lab embeds pkP into the credential σ . This
public key will never be revealed, but instead used on in a
NIZKPoKwhich proves knowledge of the corresponding
secret key skP.

Modified Certification protocol.

1. In step 2 of the Proving STI Status protocol, the
Prover generates a commitment CP to her public
key pkP. She sends CP to the Verifier, and modi-
fies the NIZK to also prove (1) that she knows skP
with respect to the committed value CP, and (2) that
she knows the same skP with respect to CPL in σ .

2. In step 3, the Verifier generates a random key pair
(pkrand ,skrand)← KG(1k) and sends pkrand to the
Prover.

3. At the conclusion of the Certification protocol, the
Prover interacts with the Verifier to extract a signa-

ture σnoti f y under skrand on the Prover’s public key
pkP which is embedded in CP .6

Notification send. When the Prover obtains a
new test credential σ ′ with updated test status results
(m′1, . . . ,m

′
t , t
′), he can notify the Verifier by sending her

〈pkrand ,(m′1, . . . ,m
′
t), t
′〉 and the following NIZK. Impor-

tantly he does not send his photograph,its hash H, or his
public key. hence this prove contains no identifying in-
formation.

Π = NIZKPoK{
(
skP, pkP,H,σ ,σnoti f y

)
:

Verify
(

pkT ,σ ,〈H,pkP,m
′
1, . . . ,m

′
t , t
′,T 〉

)
= 1 ∧

Verify
(
pkrand ,σnoti f y,〈pkU 〉

)
= 1 ∧

(pkP,skP) ∈ KG
(

1k
)
} (2)

The verifier checks this proof for correctness.

Discussion. The protocol above extend the basic Certi-
fication protocol to add the concept of user identity for
the Prover. This is accomplished by adding a public key
pkU to the message signed by the Labl. In practice, the
Prover never reveals his public key to the Verifier.7 He
does, however, use the extended Certification protocol to
obtain a credential from the Verifier signing that public
key. This credential allows him to later prove that an en-
counter took place and is tied to the Prover’s public key.
This does not violate the Verifier’s privacy, since she gen-
erates this credential using a single-use random key pair.

In the event that the Prover later tests positive, he can
prove that his new test credential σ ′ is bound to the same
identity as his previous credential. Moreover, he can
prove (to the Verifier) that he is the same individual with
whom she interacted previously. Revealing this informa-
tion does not compromise the Prover’s anonymity, since
the “notification” proof does not embed any information
about the Prover’s identity at all.

8 Implementation Sketch

In this section we describe an approach to implementing
TruSTI using a mobile phone app platform, and discuss
the various challenges that will be involved.

Application Overview. The end-user portion of the
TruSTI is a mobile application. Figure 3 shows a rough
mockup of the application UI after a user has enrolled

6This requires a protocol for extracting a signature on a committed
value. Such protocols exist for the signature schemes suggested in §5.

7In principle, the Prover need not reveal pkU to the Test Center ei-
ther, although we do not explore the necessary extensions in this paper.
The sole purpose of this key is to allow a Prover to voluntarily bind
together test results taken at different times. It need never leave the
application.
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Figure 3: A UI mockup for TruSTI. From the left: a Prover selects “Share” on the home screen; the parties bump their
phones or scan a QR code to handshake; the Prover’s STI results are displayed on the Verifying user’s smartphone.
The Verifier must inspect the prover’s photograph manually. This is executed symmetrically to exchange STI results.

with a test lab. Upon opening the app and selecting the
share feature, users will be prompted to either (a) bump
their phones together, or (b) scan a displayed QR code.
In the former case, the phones will exchange informa-
tion via near field communication (NFC) or Bump – a
cross platform API for data exchange triggered by the ac-
celerometer event of bumping phones. In the later case,
this exchange is accomplished by embedding the infor-
mation in the QR code.

In either case, the data exchanged will be used to es-
tablish a secure channel via an Internet relay service, then
execute the STI prove and notification grant protocols. If
the protocols complete successfully, the results are dis-
played as an “ID card” showing the user’s photo, last test
date, and color-coded STI status.

Trusted Parties. Testing laboratories are already trusted
by patients to keep medical information. Our architec-
ture assumes that the test laboratories can be trusted to
accurately sign user credentials, and to generate global
parameters. This seems a reasonable assumption given
that test labs already interact with the user physically and
have access to test results. Test labs in our system do not
possess the ability to trace or de-anonymize credentials,
nor are they required to store results once a credential has
been issued.

The fact that a trusted authority already exists and is
well regulated is a benefit. Many cryptographic proto-
cols simply assume a priori the existence of trusted au-
thorities, public key infrastructure, and strong notions of
identity.

8.1 Data Access

HIPAA requires explicit, potentially written, consent to
disclose medical data such as STI status. The disclo-
sure burden can be negated by including a QR code
in test reports that contains a signed message with the
patient’s test information which the patient herself will
scan. This alleviates HIPAA-covered entities from man-
aging release requests. Given that there are a small num-
ber of major medical labs, it seems feasible to standard-
ize this process.

Enrollment In addition to a certified set of test results,
enrollment requires a trusted party to confirm the user’s
photo. After downloading the app, the user will scan
the test result QR code and then select or upload a pro-
file picture. After scanning a QR code at the clinic, the
clinic’s computer will be prompt an employee to confirm
that the user’s profile picture is of them. Once this is
done, the user is fully enrolled.

Data Security Because the mobile app contains sensi-
tive data such as the user’s STI status and her number of
partners (by way of the number of notification tokens),
this data should be encrypted. The app will provide
data encryption via a passphrase, using a key derivation
function such as PBKDF2, and AES or built in equiva-
lents(e.g, the iOS keychain) when possible and secure.

Scenarios It is likely that TruSTI users will meet online;
hence it may be useful to provide access to the protocols
via a separate web interface. However, this raises addi-
tional security and privacy issues. We hope to address
these in future work.
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Notification Delivery The notification protocol of Sec-
tion 7 does not handle the practical issue of delivering
notifications. Clearly, sending them from or to an email
address would break the anonymity requirements. The
user could send notifications via an anonymous network-
ing system, or even post them publicly with the one-time
public key pkrand used to address the message. This type
of notification might be acceptable, given that notifica-
tions do not reveal user identities.

9 Future Work

There is a great deal of additional work to be done in
the area of status certification and notification. While
the protocols in sections 6 and 7 constitute the bulk of
the cryptographic work for the TruSTI system, a number
of additional components will be needed for a complete
working implementation. In particular, we will need a
design that protects confidential user secrets, as well as
an interface for extracting signed test credentials from a
testing laboratory.

More generally, the data provided by TruSTI is some-
what coarse: an infection status and a test date. A
significantly better approach would be to calculate an
individual’s probability of exposure by evaluating their
partners’ test statuses and modeling the infection spread
rates. This can be thought of as a problem in secure
multi-party computation (specifically, a distributed prob-
lem in graph-theory) that could be solved inefficiently us-
ing general techniques, e.g., [27]. Developing a practical
approach would likely require new cryptographic tech-
niques.

In addition to notifying partners, users might be will-
ing to share anonymized test data with a public health de-
partment. The current iteration of TruSTI does not allow
such data collection. Future work would include a sys-
tem for anonymizing and aggregating test results, while
preserving individual users’ privacy. Lastly, there may
be several other applications for the protocols we present
in this work. For example, users might use TruSTI to
share genetic test results.

10 Conclusion

Current electronic STI notification and certification sys-
tems have serious security and privacy issues. We
present cryptographic protocols for securely and pri-
vately achieving both goals along with the ground work
towards a real implementation. We stress that unlike
most cryptographic solutions, this one is practical: reg-
ulated trusted parties already exist and the cryptographic
components can be made transparent to the end user.
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