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Abstract

A proxyobject is a surrogate or placeholder that controls access to another tar-
get object. Proxies can be used to support distributed programming, lazy or parallel
evaluation, access control, and other simple forms of behavioral reflection. How-
ever,wrapper proxieqlike futuresor suspensionfor yet-to-be-computed results)
can require significant code changes to be used in statically-typed languages, while
proxies more generally can inadvertently violate assumptions of transparency, re-
sulting in subtle bugs.

To solve these problems, we have designed and implemented a simple frame-
work for proxy programming that employs a static analysis based on qualifier in-
ference, but with additional novelties. Code for using wrapper proxies is automat-
ically introduced via a classfile-to-classfile transformation, and potential violations
of transparency are signaled to the programmer. We have formalized our analysis
and proven it sound. Our framework has a variety of applications, including support
for asynchronous method calls returning futures. Experimental results demonstrate
the benefits of our framework: programmers are relieved of managing and/or check-
ing proxy usage, analysis times are reasonably fast, overheads introduced by added
dynamic checks are negligible, and performance improvements can be significant.
For example, changing two lines in a simple RMI-based peer-to-peer application
and then using our framework resulted in a large performance gain.

1 Introduction

A proxy object is a surrogate or placeholder that controls access to another object. One
example of a proxy is &ture, popularized in MultiLisp [23]. In MultiLisp, the syntax



(future e) designates that expressieshould be evaluated concurrently. A future for

it is returned, and some time later the prograaimsthe future, possibly blocking until

the result of evaluating is available. For example, in the following code, the two lists
andy are sorted in parallel, the former in a new thread, and the latter in the parent thread:

(merge (future (mergesort x)) (mergesort y))

The results of botmergesort computations are passed to therge routine; the first
argument will be a future while the second argument will be a sorted list.

In MultiLisp, claims are performed transparently by the interpreter. In our example,
this allows the programmer to writgerge as if it takes two sorted lists as arguments,
and the interpreter will perform claims as necessary. In general, the programmer simply
insertsfuture annotations in the program and the runtime transparently takes care of the
rest! This makes the use of futures simple and lightweight.

A future is an example of wrapper proxyin that it wraps the actual result; whenever
the actual result is needed, the future must be unwrapped to retrieve it. Other examples
of wrapper proxies includsuspensionswvhich are wrappers for lazy computations, and
capabilities which are wrappers for controlled resources.

We would like to support wrapper proxies in Java with the same kind of transparency
afforded by MultiLisp. To add futures, we would providsynchronousnethod calls to
return a future for a nofreid result. Existing proposals to do this [28, 24, 33] fall short
of our goal because they make futures manifest to the programmer. For example, Java
1.5'sutil.concurrent library [24] defines a future with the following Java interface:

public interface Future<V> {

V get();
V get(long timeout, TimeUnit unit);

}

Introducingutil.concurrent futures into a Java program thus imposes two program-
ming tasks. First, wheneverFature<V> value could be passed to a function, the func-
tion’s type must be changed. In our example, we would have to change the typesef

to take aFuture<List> as its first argument (dbject if merge could also be called
with normalList objects).

Second, all futures must be claimed manually by calfjsg. For example, theerge
function would claim theéruture<List> to store its values in the merged list. We might
also claim a future to avoid revealing its identity, e.g., in the expressisro’. Not doing
so could lead to subtle bugs which we da#insparency violationsFor example, when
o is the future wrapping’, theno==0' would be false, which could result in unexpected
behavior, such as storing a future and its value in the same container. Changing types and
adding claims can require considerable programming effort, whether to add futures or to
later remove them.

To solve these problems, we have developed a framework for proxy programming. At
the core of the framework is a static analysis that tracks how a proxy might flow through

1There is the possible need for added synchronization due to side-effects in futurized computations.



the program, coupled with a transformation to implement proxy manipulations at runtime.
To customize the framework, a programmer specifies the syntactic points where a proxy is
introduced (e.g., by specifying a method call is asynchronous), and the expression forms
that require a claim (e.g., when a proxy is an argument=o0 The programmer also
provides the code that implements the claim. We have used our framework for a variety
of applications:

e We have implemented support for transparent futures. The programmer indicates
when a method call should be asynchronous, and specifteead managefor
handling the call. Thread managers include global thread pools, per-object thread
pools, and others. Programmers can also influence where futures are claimed. In
essence, the framework drastically simplifies programming with Futukgsiin. concurrent,
which is timely given the recent release of Java 1

¢ We have implemented support for transparent suspensions. The programmer anno-
tates when a method call should be performed lazily, and the call is delayed until
its suspension is claimed.

¢ We have implemented an analysis to discover possible transparency violations due
to the introduction ointerface proxiesn large programs. An interface proxy shares
an interface with its target object, as specified by the proxy design pattern [18]. As
with wrapper proxies, incorrect usage of these proxies could result in transparency
violations.

Our static analysis is based gunalifier inferencq15], but improves on it in two ways.

First, we support dynamic coercions, needed to claim futures and other wrapper proxies.
Second, we use a simple form of flow-sensitivity to avoid claiming the same expression
more than once. While our framework was developed for proxy programming, these
advances apply to qualifier systems in general. As described in Section 3.8, they enable
a number of new or improved applications, including tracking security-sensitive data in a
program [35], and supporting stack allocation and non-null types [13].

1.1 Contributions

This paper describes the design, theory, implementation, and evaluation of a framework
for proxy programming. We make the following contributions:

e We formalize the problem of transparent proxy programming as one of qualifier in-
ference, extending existing algorithms to support dynamic coercions and a form of
flow-sensitivity. We have formalized our analysis as an extension of Featherweight
Java (FJ) [21], and proven it sound (Section 3). We are the first to consider qualifier
inference in an object-oriented setting, and our approach enables new or improved
applications of qualifier systems (Section 3.8).



¢ We present the design and implementation of three applications of our framework
(described above): programming with transparent futures and suspensions (Sec-
tion 4), and discovering transparency violations (Section 5.4).

e We evaluate the framework’s performance on our three applications (Section 5).
Analysis times are comparable to those of similar static analyses, and overheads
due to inserted claims are negligible. Section 5.3 describes how we profitably
used futures and suspensions together in an RMI-based peer-to-peer application:
changing two lines resulted in a large performance gain. Section 5.4 describes how
our transparency analysis discovered a number of potential transparency violations
arising from the introduction of interface proxies in large programs.

2 Overview

In this section, we present an overview of our framework, including the API seen by the
user, and the basic flavor of our static analysis.

2.1 User API

As inputs, our framework takes application and library classfiles to analyze, and a proxy
policy andimplementatiorspecification (gospecandispeg respectively). As outputs,
the framework produces modified application and library classfiles which form the new
application. Thepspecand ispecallow the user to customize the framework to sup-
port different kinds of proxies. In particular, thgspecdefines syntactic patterns in the
program that indicate where proxies should be introduced and coerced, whispéoe
indicates how proxy introduction and coercion are implemented at runtime.

The framework itself consists of two parts: a static analysis (which usgssihe}
and a program transformation (which usesidje2q. The static analysis discovers where
proxies are introduced in the program and then tracks their flow. The analysis observes
when a proxy could flow to a location requiring a hon-proxy, thus requirisgeacion
to convert the proxy to a non-proxy. Based on the results of static analysis, the program
transformation generates a modified program. In particular, the code at each proxy in-
troduction site is modified to actually create the proxy at runtime, and code is inserted at
each coercion site to implement the proxy-to-non-proxy coercion.

As an example, consider how we implement asynchronous method calls in Java using
this API (more details are in Section 4). The prgpgpecandispecare as follows:

Policy Spec Proxies are introduced by method calls marked by the user as being asyn-
chronous. All expressions that are identity-revealing, e.g., dynamic downcasts or
subexpressions dihstanceof, must operate on non-proxies (thus necessitating a
possible coercion). Moreover, any concrete usage of an object, such as invocations
of its methods or extractions of its fields, requires that it be a non-proxy.



Implementation Spec Calls marked as asynchronous are replaced by code that (1) exe-
cutes the original call in a separate thread, and (2) retuFasare as a placeholder
for the eventual result. Coercing a possible future requires checking that it is in-
deed arFuture (the analysis may have been imprecise), and if so, callingeits
method to extract the underlying object. This may entail waiting until the result is
available.

Lazy method calls are supported similarly, and other applications are described in Sec-
tion 3.8 and 5.4. Further implementation details are presented in Section 4.1.

Our goal is for the framework to be used during normal software development: the
programmer develops the annotated files, and the framework generates the final bytecode.
Alternatively, the framework could be used to add needed features to a Java program; the
annotated files would simply direct the transformation, and development would proceed
with the modified files. This would allow programmers to manually optimize the com-
piled code, but would eliminate the benefits of the lighter-weight, specification-based use
of proxies during development.

We now turn to an overview of our analysis.

2.2 Proxies as Qualifiers

Conceptually, whether or not a particular program variable refers to a proxy is indepen-
dent of that variable’s type. As such, we can think about proxies ugg qualifiers
which refine the meaning of a particular type. A qualified type is wri@en whereQ is
a qualifier and is a type. A familiar use of a type qualifierfimal: a variable with this
qualifier must be immutable, whatever the variable’s actual type may be. Proxies can be
annotated in the same way. A variable with qualifienproxy is definitelynot a proxy,
while one with qualifieproxy may or may not be a proxy. Qualified types admit a natural
subtyping relationship. In particularipnproxy T < proxy 1. That is, at object that is
definitely not a proxy can be used where that may or may not be a proxy is expected.
The problem solved by our framework is akindaalifier inferencgd15]. When us-
ing qualifier inference, the programmer annotates expressions that introduce values with
a particular qualified type. The inference algorithm determines how these values flow
through the program to ensure they are used correctly. Existing qualifier inference sys-
tems are not sufficient to model wrapper proxies like futures because they treat qualifiers
as having no runtime effect. Creating a future requires spawning a thread and creating
a placeholder for its result. Moreover, using a wrappexy in a context expecting a
nonproxy should not signal an error, but rather should induce a runtiisien to acquire
the underlying result.
Our analysis augments qualifier inference to suppodrcions In particular, our
formal target language (Section 3) includes an expression éoercee, whose type is
the same as that @& but has qualifienonproxy. During qualifier inference, expression
forms in the user'pspecdrive where coercions are inserted. At runtime, the coercions



are implemented following the uselspec For example, for a possible wrapper proxy
e, a dynamic coercion is inserted to converti() to be(coercee).m(). At runtime, this
coercion is implemented by checking whetkés indeed a proxy, and if so extracting its
underlying object to call methoeh. As an optimization, ik is a local variablex, thenx
is treated flow-sensitively by the analysis: the typexdbllowing a coercion will have
qualifier nonproxy. To justify this flow-sensitivity, code for a coercion logically assigns
the coerced value back to source variahle

We can easily generalize our support for flow-sensitive coercions to apply it to tra-
ditional qualifier systems. This leads to new or improved applications, as described in
Section 3.8.

3 Formal Development

This section describes our analysis formally and proves it sound. We model the analysis
as an extension to Featherweight Java)([21], a purely-functional object calculus. We
define an implicitly-typed calculus, which we c&D}, and an explicitly-typed calculus,
calledFJg. Source programs are written Iﬁfﬂb and these are translated into programs

in FJgq, making manifest operations for manipulating proxies. This translation occurs in
two stages, inference and transformation, formalized as follows:

e The judgmenf +j e: T;I’ defines proxy inference for an expressmim the lan-
guageFJ{?. A derivation induces two sets of subtyping constrataitand C. The
F constraints capture how proxies flow through the program, and tanstraints
indicate where coercions could be inserted. The judgment states that, assuming the
generated constraints have a solution, expresstwas typerl in contextl". Flow-
sensitivity is modeled witloutput contexf”’, which has the same domain Bs
but for which some variables may hawenproxy qualifiers rather thaproxy qual-
ifiers, as a result of evaluating expressm@onstraints are solved using standard
techniques.

e The judgmentZ [e] = e defines the transformation of the original implicitly-typed
FJ(i2 program into an explicitly-typed program in the langu&gle. TheZ [-] func-
tion uses the solutions to the constraints to add coercions where needed, and to fill
in needed qualifier and type annotations. The resulidg expressiore can be
typechecked in an explicitly-typed system, described by the judgmera: T;I.
We can show that our systemssund thoseFJ(ig programs for which inference
is successful will always type-check, which in turn implies that they will not “go
wrong” during execution. We establish this result by defining an operational se-
mantics forFJq and proving standard type soundness and inference soundness
theorems.

We present the syntax of the implicitly-typed Iangud@%, define the process of
inference and transformation described above, and conclude with the relevant soundness



theorems. Additional details and proofs can be found in the Appendix.

3.1 Syntax

The syntax of the implicitly-typed caIcuIlEJé? is shown in Figure 1. Expressioms
consist of a “raw” expressioft and a unique labd| used to designate where coercions
should be inserted following inference. There is no explicit coercion expression; these
are only present in the target langudg,.

Terms: _
CL == classCextendsC {T f;KM }
K == C(T f){super(f); this.f =f; }
M = TmTx) {return e}
E = x|eflem(e)|newC(e)|(C)e
| letx=ein e| makeproxy e
| if e=etheneelsee
e = F
Types:
C,D,E class names
Q := proxy | nonproxy | K
¢ = {Ci,...Ci}]a
N == ¢C
ST,U = ON

Figure 1: Syntax of J;

As in FJ, programs consist of alass table CT which maps class names to class
definitionsCL. Each class definition defines a list of fielfis, a constructoK, and a list
of methodsM. ConstructorK merely assign their arguments to fields, either directly or
by invoking the superclass constructor. Method bodies consist of a single expression
We writex as shorthand fox, ..., x, (similarly for C,f, etc.) and writeM for My... My
(no commas). We abbreviate operations on pairs of sequences similarly, writing
for Ty f1,..., Ty fn, wheren is the length ofT and f. Sequences of field declarations,
parameter names, and method declarations are assumed to contain no duplicate names.
Note thatthis is not syntactically different than any other variable, but we typeset it in
bold for emphasis, and similarly f@bject.

Most expressionsare as irFJ, including field accesa f, method invocatioe.m(e),
object creatiomewC(e), and cast{C)e. We also have support for local variabléstg)
andif then else expressions to illustrate effects of flow sensitivity, described below.
Programmers use the expressinakeproxy e to designate or create a proxy. Our for-



malism treats proxies generically, ignoring how particular proxies might be implemented.
In particular, the operational semantics merely “tags” the result of evaluatindpeing a
possible proxy.

TypesT consist of a qualifielQ and aset type N Set types are a sét of class
names{Cy,...,Cy} coupled with aupper bound Gvhich must be a supertype of all the
Ci. Set types are a technical device to allow inference to be more precise; we do not
expect programmers to use them directly. In essence, the set type’s upper bound is what
one would write in a normal Java program, and the set provides a more precise refinement
(which will be determined by inference). For example, say we have defined clasBes
andC, whereB andC are subclasses éf If some variablex could be assigned objects
of either clasB or C, in a normal Java program we would gixetype A. In FJiQ, we
can givex type {B,C}*, indicating thatx will only ever be assigned objects of clas&s
and/orC, but not objects of typ@. Note that checked casts refer to class naGyeather
than typesl—no qualifier is necessary because it is assumed twhgroxy, and no set
type is necessary as the inference system will infer it.

Proxy inference takes a normal Java program and infers the necessary qualifiers, set-
types, and coercions. We model thisl—‘rd{g by extending qualifier§ with variablesk,
and sets of class namésvith variablesa. These stand for as-yet-unknown qualifiers and
sets of class names, which will be solved for during inference. In the simplest case, we
could automatically decorate a normal Java program with fresh variables before perform-
ing inference. For example, a Java variable declaraierwould be rewritten to be o
x, for freshk anda. In fact, the inference rules require explicit types to have this form.

In our implementation, we allow users to decorate Java types with qualifiers manually, to
implement coercion policies. For example, if a user wished to ensure that no proxies are
stored in theset class, she could decorate all relevaat methods to require that input
arguments have qualifi@onproxy.

As with FJ, FJ}Q does not support mutation (although the flow-sensitivity of coercions
updates local variables’ types implicitly): all objects are purely functional. This avoids
unnecessary complication in the formalism, though our implementation handles the full
Java language. Further discussion can be found in Section 3.7.

3.2 Subtyping

Rules for subtyping are shown in Figure 2. TheseRds subtyping rules extended to
consider set typed and qualified type¥. The (SubN) rule indicates that a set tyypés a
subtype oM if N's bound is a subtype &fl’s, and ifN’s set is a subset &fl's. We include

a well-formedness condition here for convenience, stating that all of the typés get
must be subtypes df’'s bound. Subtyping between qualified types using the (SubTyp)
rule is natural. For example, B andC are subclasses & given thatnonproxy < proxy
thennonproxy {B}® < proxy {B,C}*. That is, an object that is definitely not a proxy of
classB can be used where a possible proxy of either cBesC, both subtypes o, is
expected.



SubRef—~———

c<cC
C<D D<E
SubTrans C<E
SubDef CT(C) =classCextendsD{ ...;... }
ubDef C<D

Co<Dp Dij<Dy GC<Cy foralli>0

{C1,...Cq}% < {Dy,...Dy}Po

SubN

SubQConst

nonproxy < proxy

Q<Q@ N<N
SubTyp ON<QN

Figure 2:FJq andF J,,: Subtyping

3.3 Inference

Inference is expressed as the judgmentL for class definitions;; M for method defi-
nitions, and” - e: T;I’ for expressions. The rules are in Figures 4 and 5. The judgment
Ik e: T;I" indicates that in context, expressiore has typel and output context’.

The rules specify that maonproxy is required by appealing to thmercion judgment
I Fce: T;I (notice the subscript on . rather than). For example, the (I-Field) rule,
which checks an expressid@e. f;)', indicates that the receivermust be anonproxy by
including the requiremerit ¢ e: nonproxy N; I’ in the premise. In our implementation,
those expressions that requitenproxy are determined by the usepspec For simplic-
ity, the rules presented in Figure 4 are specialized for the case of wrapper proxies. In this
case, awonproxy type implies that operations must occur on the underlying object, rather
than on a wrapper proxy.

The coercion judgment is used to note the labels of expressions that may need an
inserted coercion. It has two forms. The (I-CoerceExp) rule creatés@itation con-
straint that if the qualifier of the given expressieris notnonproxy, then a fresh labél
for eis included in a set. (The fact that this label is fresh simplifies the proof, but is not
otherwise important.) This set is used during the transformation to determine where coer-
cions must be inserted. The output type of this judgment always haspgoxy qualifier;
this will be justified by inserting coercions during transformation. The (I-CoerceVar) rule
is similar, except that the variabkan the input context is re-bound in the output context
to its coerced type. This flow-sensitive treatment allows the continuation avoid coercing



Fields-Object
IS I fieldg Object) —

CT(C) = classC extendsD { T f;K M }
fieldgD) =U
g,

Fields-C —
field§C) = U

Q_
T7
Fields-N fields(C) T__

fieldg¢C) =T f

CT(C) = classC extendsD { T f;K M }
Um(TX {return g} eM

mtypém,C) =T — U

MType-C

CT(C) =classC extendsD { T f;K M }
mnot defined irv
mtypém,C) = mtypgm, D)

MType-CSub

mtypém,Ci) =T, —U; foralli

MType-N = =
mtypém, {Cy,...Cy}%) =Ty — Uy,... Ty — Uy
CT(C ) — classC extendsD { T f;K M }
t M
MBody-C m(T X) { return g} €
mbodym,C) = (X, €)
CT(C) = classC extendsD { T f;K M }
MBody-CSub mnot defined irM

mbodym,C) = mbodym, D)

_ Miypm.D) = (ky 1% K Pr) — Ko 6

T—-U= (Kn+2 ¢n+2; , Kont1 ¢2n+1) — Kny1 ¢§31
C=D Co=Dg

Override - —
overridgm,D,T — U)

for eachC; < C wheremtypém,G;) =T, — Q
Ced=(S<T&Q ¢ <kaP)
K,a fresh

Call —
call(m,¢¢,S) =k aP

Figure 3:FJq andFJj,: Auxiliary Definitions

a variable that has already been coerced.
Most inference rules thread the output context of one subexpression to the input con-
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I-Var

M= T H X T;T[x— T]
Me TN
Mx—THe :T;Mx— T

I-Let -
MH (letx=e ine) : T/’

I ¢ €1 nonproxy Np; T
"1 ¢ & :nonproxy No; T2
Mobies:Qad§iTs Takies:QadR;Tys
T'—kaE  Qu¢S<T Qu¢2<T
E =lub(C,D) " =mergers, )

i (if g = ex thenes elseey) - T/,

LField [ tce:nonproxy N;I’  fieldN) =T

M (ef) ;T

[ tcep:nonproxy ;" I+ &:Sr”
call(m ¢¢,S) =k a¢
I-Invoke

[ i (eo-m(€)) 1k aC; "

fieldg{C}®)=Tf TrkeSr S<T

T (newC(@)' - nonproxy (CISiT

I ¢ e: nonproxy ¢°; T’
o =subtypeC)n¢ o fresh

I-Cast |
I Fi ((C)e)' : nonproxy a®; T’

I Fc e: nonproxy N; T
I (makeproxye)' : proxy N;T”’

I-MakeProxy

FH E°:QN;I"  E#x |fresh
proxy <Q=1l¢€lL

I-CoerceExp
¢ E' : nonproxy N; T’
M xXo:QN;I | fresh
Mr=r'[x—QN|
<
I-CoerceVar proxy <Q=1l€elL

[ ¢ X' 2 nonproxy N;T’[x — nonproxy N]

Figure 4:FJ(5: Inference for Expressions
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X: T,this : nonproxy {C1CHe:U;I" U<S

CT(C) =classCextendsD{ ...;... }
overridgm,D,T — §)
S=ka‘ T =K1 0%,.. . Ky oS
K,Ki,d,q; fresh
I-Method —
Fi ST x) { return € }
K =C(T g,Sf) { super@); this.f = f; }
fieldyD)=Tg T =kia$,. ..k as
S=kj ot kyal ki, a,af fresh
H M
I-Class

ki classC extendsD { T f;K M }

Figure 5:FJ‘Q: Inference for Classes and Methods

text of another. When typinf - &: T; ', the output context; from typing expression
g is used as the input context when typ&g; .
Here are highlights of the other interesting rules:

e In the (I-Let) rule, the output contexy; of the binding expressiog; is extended
with the bindingx — T when used as the input context of the begdyWhen type-
checking of the body is completed, tkéinding is removed from output context
r.

¢ Inthe (I-If) rule, the output context is a merging of the output context of each of the

branches of thé. In particular, the functiomergél ;,I ;) is the contexf”’ such
that for eachxin dom";) Nndom(T2), I''(x) = T wherel1(x) < T andlM2(x) <T.
The result type i, which is a supertype of the types of each of ithéranches,
bounded by the least of upper bound of their bounds.

e The (I-Invoke) rule creates subtyping constraints between the argurgemd

all methods that are possible receivers of the call using the auxiliary function
call(m,¢<,S) (this and other auxiliary functions are shown in Figure 3). This is

done using implication constraints: for all possible subtypeS,ainly those that

appear inp are constrained. This allows overriding methods to have arguments
with different qualifiers than the methods they are overriding, improving the preci-

sion of the analysis. For example, the argunetd classA’'s methodm might by
anonproxy, While the argument to its subclaB% overriding methodn could be a
proxy. This is sound because all calling contextsrodire considered.

e The (I-Cast) rule requires that the resulting set-tgpeontains those names @s
set-typed, limited to those that are also subtypes of the boGndrhe predicate

12



subtypefC) is the set of all subtypes & defined in the class tab@T. There are
three possible outcomes. First(fis a subtype oD, then$ may contain classe®
such thatC < B. These will be pruned from the solution, since this is a downcast.
Second, ifC is a supertype oD, then the intersection will bg, since all the class
names ing, which are bounded bp, are also bounded b®. Finally, if neither
situation holds, which is to say th@andD are unrelated, then the intersection
will be empty, signaling that we have a type error.

e The (I-MakeProxy) rule requires thatbe anonproxy in makeproxy e. This pre-
vents proxies of proxies. While not technically necessary, it simplifies our imple-
mentation of coercions. For example, for a wrapper proxy, the underlying object
can always be extracted directly; otherwise a coercion would have to iterate until it
reached a non-wrapper.

In the standard parlance, our inference system is monomorphic: it is field-insensitive
and context-insensitive. Context- and field-sensitivity could be supported by adding class
and method parameterization, as with Generic Java (GJ) [6].

3.4 Constraint Solving

F U {Qe°<Q¢Pl=

F U {Q<Q}Iu{dCo'}u
{6 C subtypetC)} U {¢’ C subtypefD) }uU
{C<D}

U {{D}Ca}u{Dea®= (S<T & Q ¢° <ka®)} =
U {{D} Ca}u{S<T}u{Q ¢f <ka®}

U {a C (subtypetC)N¢)} =
U {a C subtype&C)tU{a C ¢}

F
F
F
F
F U {{D}Catu{aCo}=
F u {{D}Catu{ace}u{{D}C¢}
F
F

U {{D} Co}uU{(subtypetC)n¢) Ca} =
U {{_Ef>}D§ ¢gu{(subtype€3)ﬂ¢>Qa}u{{D}Qa}
if D <

Figure 6: Subtype Constraint Reduction

Proxy inference generates constraints on the flow of proxies of the following forms

13



(listed with the rules that generate them):

T<U (I-1f), (I-New)
a = subtypeC) N ¢ (I-Cast)
Cied=(S<T &Q¢¢<ka®) (I-Invoke)

Note that we represent the equality constraint from (I-Cast) as two subset constraints.
Constraints on where coercions might be introduced have thegasxg < Q=1 € L.

Call the set of flow constraintg, and the set of coercion constrainfs We can solve
these constraints as follows.

We can reducef by continuously applying the rewriting rules shown in Figure 6.
These reduce compound constraints into simpler ones following the subtyping rules, and
iteratively discharge the implication constraints when the left-hand-side of the implication
can be solved. When finished, all constraints will have the following fofns:D, ¢ C
¢’, andQ < Q. The first form are subtyping requirements determined by the program; if
they do not hold then the program would not be type-correEtin

The remaining two forms can be solved by standard techniques. In particular, the
qualifier constraints if form anatomic subtyping constraint systefivenn such con-
straints, the fact thatroxy and nonproxy form a finite lattice allows us to solve them
in O(n) time [34]. The set-type constraints #i are subset constraints, as occur in
Andersen-style points-to analysis. Givarsuch constraints, these can be solved in at
worstO(n®) time [2], though in practice it is often faster.

T[classCextendsD { T f;KM }] = classCextendsD { o(T) f;7[K] Z[M] }
T[C(T g,Sf) {super(g); this.f =f; }] = C(a(T)Qg,a(S) f) { super(g); this.f = f; }
T[S ™MT x) { return € }] = o(S m(o(T)x) { return T[e];}
T[x] = X
T[letx=erin ey = letx=T[ei]in T[e]
Tefi] = T[e].fi
T [em(@)] = T[e].m(7[e])
T[newC(e)] = newC(7[e])
T[(N)e] = (o(N))T[e]
T[if e1 = ex then ez elseey] = if Te1] = T]eo] then T [es] elseT [es]
T [makeproxy €] = makeproxy 7 [€]
| coerceT [E] lelL
TIZ] { T[E] otherwise

Figure 7: Transforming E\](ig expression to & Jg expression following inference

A solution o to constraints inf is a mapping from qualifier variablesto constants
proxy and nonproxy, and set-type variables to sets of class namg€;,...C,}. The

14



solution ensures that for each constraiit< Q, € ¥ we haveo(Q1) < 0(Qz), and
similarly for set-type constraints. We write = ¥ if o is a solution of 7. We are
interested in geastsolution toa for set-types, to reduce spurious constraints on qualifiers,
and favorproxy over nonproxy for unconstrained qualifier variables so that we might
delay inserting a coercion until absolutely necessary.

Given a solutiono to constraints#, we can solve the coercion constraimis In
particular, we apply to the left-hand-side of each implication ¢h and then solve. The
resultis a set of all program labels that require a runtime coercion to properly typecheck.
We writeo, L |= C for the setl and substitutior that satisfies constraints

3.5 Transformation

We can now transform EJ{g program to & Jo program, usind- ando resulting from
inference F Jq differs fromF J;, only in the addition of expressions of the foouercee,

and in the absence of all qualifier and set-type variables (these are substituted out by their
solutions). The expressiatpercee takes a possible proxg, and coerces it to a non-
proxy at runtime. Likemakeproxy e, our semantics treats coercions generically, merely
changing the tag oato benonproxy.

The transformation is shown as the functiif-] in Figure 7, where. ando are
“global” to avoid clutter. This function simply inserts coercions where directeld, land
rewrites the types on method declaration parameters and field declarations as directed by
0. To avoid clutter, it strips off all labels

In the case that we are doing a completely static analysis, e.g., to look for transpar-
ency violations, the fact thdt is non-empty would denote a possible violation, so the
transformation stage would signal an error, as directed by the user.

3.6 Properties

We wish to prove thaF Jg is sound with respect to an operational semantics, and that a
transformed:\]}g program is sound with respect to the semantids&f. For the first, the

proof follows the standard syntactic approach of ugirggressandpreservatiolemmas.

The second is done by proving well-typedness of the transformed program given the well-
typedness of the souréel;, program.

Well-typedness oF Jo programs is expressed as the judgme@t for class defini-
tions, M for method definitions anfl - e: T; I for expressions. The typing rules are in
Figure 9 in the Appendix. Typecheckifglg is straightforward, and similar to inference
onFJs.

The operational semantics Bflg is set up as an abstract machiffgogramsconsist
of a storeSand an expression to evaluaeand the transition relatior> maps programs
(S e) to programgS,€). The store maps variables(either source program variables
or fresh “addresses” allocated during evaluation) to values. The complete transition rules
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are presented in the Appendix (Figure 10). We also extedsltyping to programs, to
support the proof of preservation.
The progressandpreservatiorlemmas forF Jg are as follows:

Lemma 3.1 (Progress)Given that- (S e) : T;I’, then either
e eis avariable x.

e (Se) — (S,¢) for some Sand é.
e (Se)is stuck due to a failed dynamic downcast.

Lemma 3.2 (Preservation) Given thatt (Se) : T, and that(Se) — (S,€), thent-
(S,€):U suchthatU<T.

Note that the typ&) of the program after it takes a step may be a subtype of its original
typeT due to both coercions (to downcast ghrexy qualifier) and dynamic downcasts.
Using the above lemmas, the following theorem follows.
Theorem 3.3 (Type SoundnessGivente: T; I, then either
e (0,e) —* (Sx) for some S and x.
e (0,e) —* (S€) for some S and’ewhere(S €) is stuck due to a failed dynamic
downcast.
e (0,e) executes forever.

Here, we define~* to mean the reflexive, transitive closure of the transition relation
Implicit in all of these statements is the presence of the well-formed classG@ablés
is standard, the proofs of progress and preservation are by induction on the typing and
evaluation derivations, respectively, and type soundness follows from them.

Finally, we can show that our proxy transformation frénii2 to FJg is sound.

Theorem 3.4 (Inference Soundnessiiven a substitutior, label set L, and an infer-
ence derivatiofi-; CT which generates constraimfsandC, if o = # ando,L |= C, then

+ T[CT]. Moreover, for each subderivation bf CT which contains subderivations of
the form

1. HCL
2. 5 M
3.THE T, or
M 11
there is a corresponding subderivationtofZ [CT] having the form:
1. - T[CL]
2. FT[M]
3. o(N)FT[E']:0(T);0()

The proof is by induction on the inference derivation. All proofs can be found in the
Appendix.
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3.7 Discussion

Compared to past work in flow-sensitive type qualifiers, flow-sensitivity in our system is
significantly simpler. The approach of Foster et al. [16] allows arbitrary memory loca-
tions to be treated flow-sensitively, which is complicated by the combination of aliasing
and mutation. In particular, allowing the qualifier of a value to change flow-sensitively
requires proving that the value is not aliased (is “linear”). In contrast, our approach only
treatslocal variablesflow-sensitively, and since Java has no “address-of” opegatitre
contents of a local variable can only be accessed through that variable. Thus, we get
linearity “for free,” trading expressive power for simplicity. The caveat is that the imple-
mentation ofcoercex provided by the user must only operate on Haeiable x, not on
theobjectx refers to. For wrapper proxies, this is what happerns.overwritten to point

to the underlying object instead of the wrapper. If coercions do not meet this criteria, then
they are not treated flow-sensitively.

It is because we are flow-sensitive only for local variables that we opted not to model
field and variable updates in tielg. While adding updates would be straightforward (it
is modeled in MJ [5] and existing qualifier systems [15, 16], for example), it would not
change the character of our approach, adding only unnecessary complication.

In order to be able to support the full Java language, we had to address the use of
the JNI and reflection mechanisms. We have assumed a conservative approach in this
case, by demanding that no proxy object ever flows in the JNI API or in any reflection
invocation. This approach inserts claims at all places where a native method is called,
and on the arguments ghva.lang.reflect.Method.invoke(...), ensuring that
no proxy Object will ever be passed to a reflection or JNI invocation. In addition, a
proxy object might be accessed via reflection, e.g., by reading the fields of another object.
Therefore, the analysis treats all objects obtained that way as possible proxies.

3.8 Other Applications

While the formal presentation of our analysis is specific to proxies, our added support
for coercions can easily be folded into more general qualifier systems, admitting new or
improved applications. Here we consider three possibilities.

Security-sensitive Data Shankar et al. [35] describe an application of type qualifiers
in which untrusted data, e.g., arriving from a user login prompt or a network connection,
is given the qualifietainted, while trusted data is given qualifi@htainted. Qualifier
inference is used to ensure thaihted data does not flow to functions requiringtainted
data. A similar analysis is supported in Perl programs, except that checks for tainted data
are performed dynamically. This has the drawback of the potentially-significant added
runtime overhead of dynamic checks, but has the benefit that it is precise, and will thus
avoid the false alarms generated by the purely static approach.

We can use our framework to implement a blending of these two approaches. In
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particular, thepspecwould specify which routines returnedinted data, and which ex-
pecteduntainted data, while théspecwould implement coercions as a check to determine
whether the data came from an untrusted source, e.g., by reading a required field from the
object. This approach blends the two prior approaches by using static analysis to avoid
many, but not all, runtime checks.

Stack allocation Java objects have dynamic, unrestricted lifetimes, implemented using
heap allocation and garbage collection. While stack-allocating objects could improve per-
formance, avoiding dangling pointers would entail that no stack-allocated object escape
its defining scope. This could happen if the object was assigned to a field or returned
from its defining function. One solution would be to copy a stack-allocated object to the
heap at the point it escapes its scope. However, doing so might violate transparency if
that object’s identity had already been revealed, e.g., by using the stack-allocated object
as an argument te=.

Our analysis can support transparent stack allocation using two qualiféarsand
stack, where the latter annotates an object that could be either heap- or stack-allocated,
and the former indicates an object that must be heap-allocated; we thusdapve
stack. Any operation that could reveal the identity of an object or cause it to escape (e.g.,
by assigning it to a field of aeap object) would require the object have qualifienp. A
coercion would check if an object was on the stack (perhaps using a bit mask), and copy
it to the heap if necessary.

Not-null types Another application is the use afill andnonnull qualifiers to charac-
terize objects that are possibly null, or definitely not null, respectively [13]. This would
provide a simple way of specifying the standard null-check elimination optimization as a
qualifier system, and would allow users to manually annotate fields or method arguments
as beinghonnull, to avoid explicit null tests.

To implement this in our framework, thespeowvould indicate that all occurrences of
the constanhull have qualifiemull (including default initialization of fields), and that
concrete object usages, e.g., to call a method, require that the object qualifeemind.
Theispecwould implement coercions as null-checks (throwing an exception on failure),
with flow-sensitivity naturally eliminating redundant checks. Of course, to be truly useful,
we would require the cooperation of the JVM to avoid checks proven redundant by our
framework.

4 Asynchronous Method Calls

Having described our proxy framework formally, we now describe our implementation of
asynchronous method invocations in Java.
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4.1 Framework Implementation

Our analysis is implemented as an extension to Soot [38] (versibfl)2a framework
for analyzing and transforming Java classfiles. Soot provides a framework for imple-
menting flow-insensitive points-to analyses called SPARK [27]. We extended SPARK to
track proxies and generate set types based on points-to information. SPARK’s constraint
graph representation uses a node (corresponding variously to a qualifier variabée
set type variabler) for each local variable and method parameter. We extended this to be
flow-sensitive by assigning multiple nodes to each variable or method parameter, one per
use. As an optimization, we do so only for nodes that could possibly contain proxies, as
determined by a flow-insensitive analysis. This reduces the total nodes to consider, since
proxies are typically used sparingly in the program (relative to the total number of ob-
jects). For the applications presented in Section 5, this optimization yields a 6% to 45%
improvement in the cost of the flow-sensitive analysis. Note that SPARK also supports
context-sensitivity, but we have not taken advantage of this as of yet.

Programmers implement thespecandispecby providing three classes and linking
them into the analysis:

1. The AsyncGen class in thepspecdefines syntactic patterns that indicate where
proxies are introduced. These patterns must, of course, be legal Java syntax that
could have been compiled to bytecode.

2. ThePolicy class in thepspecdefines coercions using a visitor over the Jimple
syntax tree that specifies which expressions require non-proxies.

3. TheClaimTransformer class implements thispec It defines how call sites that
create proxies are transformed, and how coercions are implemented. It may direct
that supporting classes be linked into the transformed application.

Because Jimple represents typed bytecode, coercions that assign back to the original
variable must be well-typed. Thus we give tyigject to each Jimple variabbeof type
A that could contain a proxy. Wheneweiis coerced, we assign the result to a newly-
introduced variablg with type A, and replace witly subsequent occurrencesoin the
continuation. This transformation is sound because proxies are treated transparently, and
because there is no way to alias and mutate the storage of the original variable

4.2 Asynchronous Invocations
Programmers invoke methods asynchronously using the syntax
r = Async.invoke(t,0.m(e;,e,...));

According to thepspeg this syntax indicates that methad should be invoked asyn-
chronously and the result (if any) returned to the caller will be a future. The method’s
argument®y, e, ..., €, are still evaluated in the current thread.
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The ispecdefines the steps needed to implement an asynchronous call. First, the
program creates an anonymous subclagarokyImpl that encapsulates the invocation
of methodm. ProxyImpl has the following signature:

public class ProxyImpl implements Runnable, Wrapper {
public void run(); // executes the invocation
public Object get(); // acquires the result

}

TheWwrapper interface simply defines a singtet method, which extracts the underlying
object for which the wrapper is a proxy.

public interface Wrapper { Object get(); }

Next, theProxyImpl object is passed to a thread manager. Thread managers implement
the Java B Executor interface:

public interface Executor {
void execute(Runnable command) ;

}

The thread manager will call tiRroxyImpl’s run method in a separate thread to achieve
asynchrony. Theun method will execute the method invocatiom(e;,e,...) and store
the result in a private field, to be extracted by a calgéa. Finally, theProxyImpl is

returned to the caller of the original methotn place of the result.

If the analysis determines that a program variabhgth typeA could contain a future,
a coercionis required before can be used concretely. Tispecimplements coercions
with the following code fragment:

(A) (x instanceof Wrapper ? ((Wrapper)o).get() : x)

That is, ifx is a wrapper, then we must cgit to extract the result. Thget method in
turn will wait if the result is not yet available.

Any implementation oExecutor can be used as a thread manager. We have used
the Java B ThreadPoolExecutor, which provides an extensible thread pool imple-
mentation, as well as our owthreadPer0bjectExecutor, which emulategctive ob-
jects[26] by mapping each object receiving an asynchronous method call to an executor.

Note that programmers can influence where claims occur by performing “null” casts.
Thatis, the expressidi€)erequirese’s qualifier to benonproxy, so casting it to its known
type will have the effect of forcing a claim.

This design is both lightweight and flexible. Programmers can easily experiment with
method asynchrony without rewriting substantial amounts of code. In addition, program-
mers can experiment with a variety of threading policies by choosing different thread
managers.

A simple extension supports lazy evaluation. To invoke methad objecto lazily,
the programmer uses the syntax:

r = Lazy.invoke(0.m(er,€,...));

A ProxyImpl subclass is generated as above, but heredhenethod is called bget
(called when the wrapper is claimed) if no final result yet exists.
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4.3 Exceptions

If an asynchronous method calm() throws an exceptioiE, that exception is cached
inside the future returned by, When the future is claimed, the exceptiBiis re-thrown?
This presents some challenges to the analysis.

The fact that claims could throw exceptions can be modeled as a simple extension to
FJo. We first must extend the language to model exceptions. We extend expresgions
include the formtry ecatchE = e, whereE is the name of the exception being handled.
Method declarations are extended to incltltews clauses. We also add a fothrow E
for throwing an exception of type (throw could take arbitrary expressions of exception
type, but this simplifies the presentation). We extend the typing judgment from Figure 9 to
include thethrow set7 of exception<€ that could be thrown by evaluating an expression.

The typing rule for try-blocks is:

MiEe Tyl 7 MFe: Tl D
T2 < T T]_ < T M= mergqu, F2)
7' =handlesE, 71) U T,

Htry e; catchE = e T; ;77

The functionhandlesE, 71) prunes those exceptiois € 7; which are subtypes d.
The resulting throw set is this pruned set and the set from the handler. This rule conserva-
tively assumes any flow-sensitive effectepfeflected i ; will not be seen ire,. When
checking a method consisting of expressimwe make sure thas resulting throws set
is covered by théhrows clauses the method declares.

Now we must reflect into a proxy’s type what exceptions it might throw. To do this we
expand theroxy qualifier into a family of qualifiers, where each mentions an exception
E that could be thrown if the qualified value is coerced. These form a lattice based on the
subtyping relationship between exceptidhisFor example, we havgroxyE < proxyE;
if E < E,. For allE, we haveproxy < proxyE.

The rule formakeproxy e becomes

Ie:nonproxy N;I"; T E =Ilub(7T)
I - makeproxy e : proxyE N;T’; 0

That is, the exceptions thatould throw are reflected into its qualifier. For this rule to be
sound, we must modify the operational semantics to capture any exception thrown when
evaluatinge in the proxy, and then re-throw the exception when doing the coercion. The
typing rule forcoercereflects that an exception could be thrown:

Mre:QN;I';7 Q< proxyE
I - coercee: nonproxy N;I'; T U{E}

2This differs from aFuture in util.concurrent, whoseget method declares it could throw an
ExecutionException, encapsulating any exception thrown by the computation. As such, the program-
mer is required to handExecutionException each time that a future is claimed. Our implementation of
claim essentially catches this exception, and then re-throws the exception it encapsulates.
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In our implementation, we must extend the definition ofWlrepper interface to define
get methods that could throw the various expressigrietermined by the analysis, and
adjustProxyImpl and claim code accordingly (which is easy to do automatically).

Given this formulation, we ensure that proxy inference deals with exceptions properly
in a couple of ways. In the simplest case, we ensure that in exprassikeproxy e, e
never throws an exception. This is done by allowing the programmer to provide a handler
for possible exceptions when creating the proxy. In particular, users can Hge@artor
that handles exceptions in a user-specified way inside spawned threads. This approach
also requires that the user specify a “default” value for the object returned by a claim,
since the swallowed exception will have prevented the method from returning a value. In
our experience, this simple approach works fairly well in practice.

In the second case, we let inference determine where proxies could flow, signaling an
error only if an inserted coercion could throw an exception not covered byhhews
clause for the method in which it occurs. For many applications we have considered,
unclaimed proxies do not flow outside the scope of a reasonable exception handler. This
is frequently true for event-style server applications, which have an outermost exception
handling block coupled with the event loop to catch exceptions raised by event handlers.
In the case that a proxy does flow to an unexpected location, the user learns exactly where
the offending claim was inserted and can manually alter the code to insert a handler.
Alternatively, when the user specifies a method call should be asynchronous, she can
provide ahandler objectvhosehandle method is called with argumeBt when a claim
would causeE to be thrown. Any exceptions thrown by this handler (e.g., to delegate to
an outer-scope handler) are reflected in the type of the proxy.

Even when the surrounding context can handle an excepttbnrown due to a claim,
it could be incorrect to do so. Some exceptions, likException, are thrown by many
methods, and the exception generated by the claim may violate some invariant expected
by the programmer. Though we have not yet done so, we should be able to ensure that
a proxy can only throw to handlers that were present in its original context. To do this,
rather than track the exceptions possibly thrown by an expressiae could track all
of the handlers that would catch exceptions throwrebyrhese would create a similar
partial order that would be folded into tipeoxy qualifier. At the same time, the typing
judgment would keep track of tHeandler contextwhich is the set of all handlers that an
exception could possibly throw to (including those in method callers). Typechecking a
coercion would require that the handler context be a subset of the handlers mentioned in
the proxy.

Note that all of this discussion need only applycteeckedexceptions. As unchecked
exceptions typically signal disastrous (unrecoverable) situations, we can choose to ignore
them in the analysis.
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4.4 Synchronization

Concurrent programs must balance safety and liveness, by guarding against invariant vi-
olations and preventing deadlock. Our approach no worse and no better than standard
Java thread programming. When using asynchronous method calls, programmers must
use ordering, synchronization, immutability, and other techniques to ensure safety and
liveness—no automatic support is provided.

Ideally, ensuring a program is safe and live could be as lightweight as introducing an
asynchronous invocation. In Lisp, this is trivial because programs are written in a mostly-
functional (if not purely-functional) style, which means that added concurrency will not
affect the program’s safety. We contemplated approaches to inserting synchronization
automatically [26, 7, 22, 17], but rejected this idea because of its lack of generality and
potentially negative impact on performance. We discuss this issue more in Section 6.

Instead, we feel a more promising approach is to have programmers specify syn-
chronization requirements declaratively. Declarative specifications should change infre-
guently, even as the programmer changes various method invocations to be or not be
asynchronous. Therefore, the proper synchronization code could be generated from the
specification as changes are made. Work in aspect-oriented programming [29, 25, 8] and
language-level transactions [39, 19] aim to realize this goal. By not making any assump-
tions about synchronization, we can readily incorporate good results from these projects.

5 Evaluation

We evaluate our framework in terms of (1) programming benefit (how does our frame-
work simplify the programming task), (2) analysis effectiveness (how does it impact the
run-time of the instrumented program), and (3) analysis performance (how fast is the
analysis). We present a number of applications of both wrapper proxies and transparency
checking to give a sense of the costs and benefits of our approach. As use of the Java 1.5
concurrency libraries becomes more widespread, we hope to adapt larger examples to use
our framework.

We ran our experiments on a 2 GHz AMD Athlon 2600+ with 1 GB of RAM, running
Mandrake Linux 9.1 (kernel version 2.4.21.)

5.1 Claim Overhead

Wrapper proxies can flow to potentially many parts of the program, and because our static
analysis must be conservative, classes may be instrumented with redundant claims. To
measure the performance overhead of necessary as well as redundant claims, we con-
structed a simple microbenchmark:

Object o,p = ...
for (int i = 0; i<N; i++) { p = o; p.mQ); }
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test tot (s) | per-check (ns) % ovr

no claim 0.122 n/a n/a
redundant claim 0.1637 16.37 34%
necessary claim 0.335 335 175%

Table 1: Overhead of inserted clailé= 107

The methodn simply increments a volatile counter. We variedo be either a normal
object, an already-claimed wrapper proxy, or an unclaimed wrapper proxy (in this last
case, the copy frora to p ensures it will be claimed each time, sinceever gets claimed
and thus will never be rewritten to be the wrapped object). The results are shown in
Table 1 forN = 10’ (other values oN showed a similar relationship).

Redundant claims consist of essentially three instructions at runtimieisaanceof
check, a cast, and an assignment. Our measurements show this adds 34% to the loop run-
ning time. Necessary claims require an additional synchronized method call and assign-
ment, and cost more. However, these are unlikely to appear frequently because the future
is overwritten after the underlying object is acquired, inducing only redundant claims
from then on. In actual applications we expect the overhead of claims to be small because
(1) not all method calls require claims, and (2) method calls perform real work, dwarfing
the cost of claims relative to program running time.

5.2 Programming with Futures

A central benefit of our approach over a manual coding of proxies is that it simplifies the
programming process. To illustrate this, we take an example fromatthe. concurrent

API documentation [24, 12] that describes how to convert a “blocking service” into a non-
blocking service using futures. The blocking service implements the following interface:

interface BlockingService {
public Response serve (Request req)
throws ServiceException;

}

We first present how we would convé8lockingService objects to be non-blocking
using our approach, and then present the manual approach proposed in the documentation
forutil.concurrent.

Our Approach GivenBlockingService objectbs, we make calls to itserve me-
thod asynchronous by simply changing existing method calls

bs.serve(request)
to be

Async.invoke(executor,bs.serve(request))
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The analysis will infer where claims are required and insert them directly into the byte-
code of both applications and library classes, based on user input. Assuming claims occur
whereServiceExceptions can be caught, we are finished. Otherwise, we can modify
invocations to include a wrapping exception handler, or add handlers to claim locations,
as described in Section 4.3. We might also wish to insert “null casts” to force claims
early, for performance reasons.

Manual Approach To use Java.b Futures instead, we would take the following

steps [12]. First, we define a nonblocking variant of FleckingService interface
whoseserve method returns Buture, and then build an adapter class to wral ackingService
object, as shown in Figure 8. Therve method ofNBSAdapter creates aask to in-

voke the underlyin®lockingService object'sserve method, handling any exception
locally. This task is executed by the adaptatieecutor object after turning it into a

FutureTask, which implement§uture. The future is then returned to the caller.
Now we can make our originak object non-blocking by creatingps = new NBSAdapter (bs).
Existing calls

bs.serve(request)
are changed to be

nbs.serve(request)

At this point, we must adjust old client code to handle the fact #ibat serve returns
a Future<Response> rather than &esponse. So that futures are claimed as late as
possible, we must follow hoResponse objects would have flowed from calls gerve
and sprinkle claims just before a futurizedsponse object is used. This can be tricky
if Response objects were stored in containers that could be accessed by many methods
or threads throughout the program. If a now-futurizedponse object could flow into
library routines or third-party components, the programmer may be forced to claim the
future early, which could hurt performance.

Compared to one-line-per-invocation change imposed by our framework, this is a fair
amount of programming overhead. Moreover, a similar overhead is required to undo the
change.

5.3 Asynchronous RMI

For an asynchronous method call to be worthwhile, the added parallelism must overcome
the added overheads, such as thread creation time and synchronization, to realize a per-
formance gainRemotemethod calls are a natural candidate, because they must pay the
cost of a network round-trip time for each invocation. Indeed, asynchronous RPC was the
initial motivation for Liskov and Shrira’s promises [28], and recent work has considered
the idea for Java [33, 37].
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interface NonBlockingService {
public Future<Response> serve (Request req);
}
class NBSAdapter implements NonBlockingService {
public NBSAdapter (BlockingService svc) {
this.blockingService = svc;
this.executor = Executor.newFixedThreadPool(3);
3
public Future<Response> serve (final Request req) {
Callable<Response> task = new Callable<Response>() {
public Response call () {
try {
return blockingService.serve(req);
}
catch (ServiceException e) {
e.printStackTrace();
// more exception handling
}
¥
};
FutureTask<Response> ftask =
new FutureTask<Response>(task);
executor.execute(ftask) ;
return ftask;
¥
private final BlockingService blockingService;
private final Executor executor;

}

Figure 8: ABlockingService adapter class

To illustrate this benefit, we have applied our framework to a RMI-based peer-to-
peer service sharing application developed for a class at the University of Matyland
Each peer can perform text processing using a humber of compasaiees which

are simply references to objects implementingeavice interface. If the application

does not have all of the services it wants, it can ask for them from the network, and will
receive remote references for each in messages from peers. These are stored with the

local services in a table.

The code to find a (potentially remote) service is roughly as follows:

Shttp://www.cs.umd.edu/class/fall2003/cmsc433-0201/p5/p5. htm
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Analysis | Time classes

(s) | analyzed| w/fut. | transformed| claims
FI 73 1324 27 2 7
FS 92 1324 9 2 2
SPARK | 66 1320 n/a n/a n/a

Table 2: Analysis Performance on Async RMI

Version Services requested and used
1 2 3 4 5 6 7 8 9 10
Orig. 18 | 32 | 48 | 65 | 90 | 100 | 113 | 124 | 143 | 153
Async 17 | 26 | 34 | 42 | 50 | 57 | 62 | 78 | 83 | 84
Orig. + delay | 101 | 203 | 304 | 406 | 507 | 607 | 707 | 811 | 916 | 1010
Async + delay| 106 | 117 | 122 | 133 | 145| 153 | 157 | 160 | 171 | 178

Table 3: Elapsed time (s) of Peer-to-Peer RMI application with varying workload

Service findService(LocalPeer self, String sName) {
Service s = self.getService(sName);
if (s != null) return s;
else {
self.forward(new FindServiceMessage(sName));
return getRemoteService(self, sName);

}
}

If the service is present in the local table, the method immediately returns it. Otherwise,
the forward method will use RMI to send messages to the node’s peers, asking for the
service. The first thing we did was make this method call asynchronous (though no future
is returned)

ThegetRemoteService call will block (usingwait) until it observes that the desired
service has been installed in the table. This is problematic when the client application
wishes to invokefindService n times to create a composed service as each call must
wait until the prior service is found and the network will not be used to search for services
in parallel. To address this issue, we made the calktRemoteService lazy, changing
it to beLazy.invoke (getRemoteService (self, sName)). As this syntax introduces
a wrapper proxy, the framework rewrites the caller’s class to delay the invocation of the
method until the proxy is unwrapped. Thus, altalls togetService will proceed in
parallel, and will only block when the service is used concretely.

Analysis Performance The analysis times for this benchmark are shown in Table 2.
Here we show the results of both our flow-sensitive analysis (FS), and a flow-insensitive
variant of it (FI). Times are in seconds, and we show the total number of classes analyzed
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(which are largely library classes), those into which futures could flow, and finally those
that were transformed. For those classes transformed, we indicate how many coercions
(claims) were inserted. The results show the benefit of flow-sensitivity: fewer classes are
polluted with futures and fewer claims are required.

The flow-sensitive analysis takes more time to run than the flow-insensitive version.
Both process the same number of classes, but the flow-sensitive version generates more
constraints. Indeed, the flow-insensitive analysis is virtually identical to the cost of just
running the SPARK without modification. The flow sensitive analysis uses the result
of a flow-insensitive analysis to limit the number of variables that are analyzed flow-
sensitively. In particular, only the variables that have qualifiexy are re-analyzed flow
sensitively. However, the time saved compared to running the flow-sensitive analysis for
the whole program is still significant, even though we are running the analysis twice.

Runtime Performance To assess the runtime benefit to asynchronous remote invoca-
tions, we ran some simple experiments on a two-node network connected by 100 Mbps
Ethernet. The application attempts to acquirgervices, for I< n < 10, all of which are
non-local. We compare the original application (Orig) to our changed version (Async). In
addition to normal RMI messaging, we ran a version that inserts ansgilay for each
message send, to simulate a wide area message. The results shown in Table 3 represent
the median of 11 runs, with all times in milliseconds (the mean and median values were
similar).

For the local area traffic, the added parallelism of asynchronous RMI nets perfor-
mance gains of up to 40%. For the delayed case, the running time of the original appli-
cation tracks the number of services times the round trip delay, while the Async version
significantly amortizes this cost.

Of course, these results could have been achieved by rewriting the application by
hand to capture the invocation, and acquire it before applying the result. Our framework
made it significantly easier to do this: we only had to annotate two method calls, and the
framework did the rest automatically.

5.4 Transparency Checking

We have also used our framework to search for possible transparency violations through
the use of interface proxies. Here, we consider a programmer that might like to special-
ize an object implementing interfade e.g., to count how often a particular method is
called. Following the proxy design pattern, the programmer could ws@amic proxy
class[9] to create a method-counting object that also implementdhich forwards calls

to the original object. Our framework can ensure that the program will never distinguish
between the proxy and the underlying object by using an identity-related operation, like
==, instanceof, etc. This is done with the following policy and implementation speci-
fication:

28



Version | Time # of classes Errors
(s) analyzed\ with proxies

FI 48 2189 3 0
FS 58 2189 3 0
SPARK | 45 2189 n/a n/a

Table 4: Analysis Performance for SOAP/RMI

Policy Calls toProxy.newProxyInstance(...) introduce proxies. All expressions
that are identity-revealing must operate on non-proxies, inclugipghronized,
==, andinstanceof. Note that unlike futures and other wrapper proxies, method
calls do not require the object be a non-proxy.

Implementation No code is needed to generate proxies (that is already being done by
the program) or to coerce them. Any requirement of a coercion implies a possible
transparency violation, which is signaled by the analysis.

We ran our checker on two examples: an XML-based implementation of SOAP over RMI
that uses dynamic proxy classes [36], and the Soot bytecode analysis framework [38] (ver-
sion 20.1).# In the former case, the analysis tracks all proxies createcPwithy . newProxyInstance.
In the latter, we selected three different methods that return interfaces, and told the
checker that calling these methods might return proxies. This simulates a user wish-
ing to proxy an object returned by one of these methods, e.g., to perform profiling, but
ensuring that transparency will not be violated.

We ran the flow sensitive and a flow insensitive analysis to detect possible errors. For
the SOAP/RMI example, we ran the checker over the code as is, and found no transpar-
ency violations. Table 4 summarizes the results. Once again, the flow-insensitive analysis
had essentially the same running time as SPARK points-to analysis (not shown), and the
flow-sensitive version added some overhead. Interestingly, the flow-sensitive analysis
adds no value in this case. It could potentially reduce false positives due to spurious
flows, but does not do so.

The Soot examples for the three different methods are shown in Table 5. The SPARK
number is the average time for all three examples, which had similar running times. We
looked at the reported violations, and verified that they were genuine transparency vio-
lations that could lead to bugs. Once again, it was interesting to see that flow-sensitivity
added no precision (only overhead!), and that the original SPARK analysis times are rel-
atively close to our flow-insensitive analysis times.

4We analyze Soot.2.1 because analyzing20 causes our benchmark machine to swap.
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Example| Time (s) # of classes Errors
FI | FS | analyzed| with proxies

1 181 | 210 2092 16 0

2 174 | 209 2092 3 1

3 182 | 214 2092 12 9
SPARK | 151 | n/a 2092 n/a n/a

Table 5: Analysis Performance for 3 Soot Examples

6 Related Work

Proxies Gamma et al. [18] present many uses of the proxy design pattern, including
remote references, lazy evaluation, and access control. Othérinskgle memoiza-

tion, delegation, synchronization addition, generic event listeners, and views for abstract
data types. Java’'s dynamic proxy classes [9] permit the simple construction of interface
proxies, and have been used in a variety of applications [36, 4].

Static Analysis Our analysis is a variant of qualifier inference, which draws upon tech-
niques developed in other static analyses, including constraint-based analysis [1] and
points-to analysis [10]. Our approach extends Foster et al.’s qualifier inference [15] with
support for coercions that implement checks at runtime, e.g., to claim a future. These
coercions are treated flow-sensitively. Foster et al. also define a flow-sensitive variant of
their analysis [16], but their approach allows heap locations, and not just variables, to be
treated flow-sensitively. This adds expressive power but significant complication.

Asynchronous Method Calls and Futures The notion of a future was popularized

by Halstead in MultiLisp [23]. In a dynamically-typed language like Lisp or Scheme,
potentially any value could be a future, necessitating a runtime check. Flanagan and
Felleisen [14] define a whole-program static analysis for reducing eliminating some un-
necessary checks; our analysis conversely adds needed checks based on the possible flow
of futures.

Liskov and Shrira proposgaromiseq28], which are futures for statically-typed lan-
guages. A promise is a type parameterized by the type of object it will ultimately com-
pute, like a Java.b Future [24]. We found a number of applications of futures to
statically-typed, object-oriented languages [31, 24, 20, 33, 11].

Mandala [30] is another framework that provides asynchronous method invocation
and futures for Java. Asynchronous calls are implemented with reflection, using dynamic
proxy classes, which is more modular than our approach. However, Mandala is less ef-
ficient and less transparent. Identity-revealing operations4ikeould distinguish the

5See, for examplattp: //blog.monstuff . com/archives/000098.html.
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proxied object. Dynamic proxies use reflection for each method call, which is notori-
ously slow (more than an order of magnitude slower than a normal method call on our
benchmark machine). To work around this overhead, a Mandala programmer can treat the
returned value of an asynchronous call as an exicttureClient object (much like

a Java 15 Future) which must be manually claimed, thus sacrificing the programming
benefit of transparency.

A number of languages suppattive objectd26], such as the SCOOP extension
to Eiffel [7] and lo [22], which return futures.Method calls are handled by a per-object
thread, and automatically synchronized based on programmer-supplied method precon-
ditions. While simple to use, programmers are forced to use concurrency only on a per-
object basis, as opposed to per activity, which could severely limit performance with-
out potentially unnatural program restructurings.In our approach, concurrency is handled
per-method by arbitrargxecutor objects, but synchronization must be handled by the
programmer.

Polyphonic C# [3] adds concurrency abstractions to C# based on the join calculus.
Method declarations annotated async are always invoked asynchronously. These
methods must not return results, so there is no need for futures.

Asynchronousemotemethod invocation can be used to batch remote calls and thus
amortize the delay of round-trip times. Promises were developed in this context. Raje
et al. [33] propose an approach in which the returned future is made manifest to the
programmer, adding to the programming burden. Sysala and Janecek [37] require that
remote calls be providedaallback to be invoked the result is available. This simplifies
exception handling but obscures the control flow of the program, making debugging more
difficult. It also forces programmers to distinguish between remote and local references,
eliminating the transparency afforded by RMI.

7 Conclusions

We have presented a simple and flexible framework for transparent programming with
proxies in Java. The framework uses a sound static analysis to track the flow of prox-
ies throughout the program. The analysis is based on qualifier inference [15], with two
extensions: we permit the use of dynamic coercions to allow proxies to have runtime
effect, and use flow-sensitivity to avoid redundant coercions. We have used our frame-
work to implement a natural form of asynchronous and lazy method invocation for Java,
and to check for possible transparency violations when using the proxy design pattern.
The framework is general enough to apply to other interesting applications, including
the tracking of security-sensitive data, and supporting not-null types and stack-allocated
objects.

We are currently pursing two avenues of future work. First, we are generalizing our
framework to support arbitrary qualifiers, to support the other applications mentioned
above. In doing so, we plan to support more sophisticated context-sensitive analysis.
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Second, we are exploring how to make our analysis incremental, to avoid reanalyz-
ing the whole program each time a source file is changed. Rather, we are developing
a dependency-tracking system that would allow for selective reanalysis of unchanged
classes, possibly in the background for better performance. We would hope to generalize
our approach to other static analyses.

Acknowledgments We thank Jeff Foster, Nikhil Swamy, James Rose, and the anony-
mous referees for helpful comments on drafts of this paper.
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A Proxy Calculus FJq

Here we include more details on the explicitly-typed calcufdg, introduced in Sec-
tion 3, including its typing rules and operational semantics.

A.1 Typing

The syntax ofFJg is the same aEJiQ (Figure 1), minus qualifier and set type variables

K anda, plus expressionsoercee. The typing rules are shown in Figure 9. We have
stripped labels from expressions for clarity, since they are not used. The subtyping rules
and auxiliary definitions are the same as those in Figures 2 and 3.

The rules are basically straightforward analogues of the inference rules. Note that
there are two rules for typing casts. The (Cast) rule types an upcast or a downcast, and
the (SCast) rule types a “stupid” cast. The last is a technical device borrowed-ffom
to allow all possible casts to be considered well-typed, which is necessary to prove type
soundness via the property of type preservation (theorems are stated in Section 3.6). The
Java compiler would reject programs containing stupid casts.

A.2 Operational Semantics

The operational semanticsBblg are set up as an abstract machifRegramsconsist of a
storeSand an expression to evalugend the transition relatior» maps programés, e)
to programg S, €). We use a call-by-valuallocation-stylesemantics [32], in which all
objects are allocated and looked up in the store, rather than being substituted into the
term. This allows us to model the flow-sensitivity of coercions on variables. The store
essentially represents a hybrid of the stack and the heap. The complete transition rules
are presented in Figure 10.

Since this is a qualified system, the store maps variablegiaified store values
which are store valudgspaired with a qualifief). A store value is simply an object of the
form newC(y), where the variableg index other qualified store values 8 Qualified
store values are allocated by the following (TransAnnot) rule, which replaces a store value
h with a fresh variable, and then maps that variableidn the storeS.

(SnewC(y)) — (SW{x+ (nonproxy,newC(y))},x)

The other computation rules always operate on variables indexing the store, and so
must “look up” the corresponding value for evaluation. For example, the (Transinvoke)
rule is between two variablesandy; it looks upx in the store to discover a function, and
then continues by evaluating the function’s baghjhaving updated the store to map the
function’s parametez to the actual argument pointed at Yay

S(x) = (nonproxy,newC(y)) mbodym,C) = (ze)
(Sxm(y)) — (Sw{z— Sy)},efthis — x])
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Note that we encode freshness by not adding variables to the domain of the store if
they are already present; this is illustrated by the use.ofVe can always enforce this
condition using alpha conversion.

All qualified store values that are used concretely must have qualdigiroxy, indi-
cating that the actual value is available. These conditions match those in the type rules.
Relaxing a requirement in the type rules (e.g., as would happen for interface proxies)
would require relaxing it here.

The (TransCoerce) rule handles flow-sensitive coercions:

(S {x+— (Q,h)},coercex) — (Sw{x — (nonproxy,h)},x)

Here, when a variablg is coerced, we remaypin the output store so that its qualifier

is nonproxy. Therefore, subsequent usesxafill not require coercions. This will have

little effect unlessx was a variable in the original program. Otherwise it was a constant
expression, which will never again be reused. Note that the (TransCoerce) rule is well-
defined forall qualified store values, not just those with qualifpesxy; this is critical
because the subtyping rubenproxy < proxy employed by the type system allows non-
proxies to be used wherever proxies are expected.

We extend the typing judgment to prograii$e) as shown in Figure 9. Here, the
(ChecksState) rule requires that the st8rean be characterized byfasufficient to type-
checke. Notice that the (CheckStore) rule only checks values mapped to by variables in
the domain of", rather than the domain & This allowsI” to refer only to variables in
the transitive closure of the variables appearing;iany other indexes in the store are
essentially garbage, and could be removed. Also note that (CheckNewQ) returns the ex-
act (dynamic) type of objects that it finds. Because these objects could be given “higher”
type in the prograne, we allowT < I'(x) in the (CheckStore) rule.
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(S8 —(S.€)]

Transitions:

TransAnnot

(S newC(x)) — (S {x+ (nonproxy,newC(x))},x)

S(x) = (nonproxy,newC(y)) mbodym,C) = (ze)
(Sx.m(y)) — (SW{z— S(y)}, efthis — X])

Translnvoke

S(x) = (nonproxy,newC(x)) field{{C}®)=T f

TransField (S> X. fi) — (Sxi)
TransCast S(x) = (nonproxy,newD(y)) D<C
B (S — (SX)
TranslLet ;
(Sletx=yine) — (SW{x— Sy)},e)
TranslfTrue

(Sif x=xthene; elseey) — (S e1)

X7y

T IfFalse
NS S it x = y then e, elseey) — (S.€2)

S(X) = (nonproxy, h)
(S makeproxy x) — (Sw{y — (proxy,h)},y)

TransProxy

TransCoerce

(Sw{x— (Q,h)},coercex) — (SW{x— (nonproxy,h)},X)

Congruence rules:

A (S~ (S.€)
-CongruenceE
(Sem(y)) — (S,€.m(y))
(Sefi)— (S,€.f)
(S (N)e) — (S,(N)€)

(Sletx=ein e

e)

) —
(Sif e=ej thene elsees) — if € = e then e; elsees)

) —

e —

if x= € then e elsee,)

(S
(S
(S
(S,
— (S,letx=¢€in &)
(S,
(Sif x=ethene elseey) — (S,
(S’
— (S,

(S makeproxy makeproxy €)
(S coercee) — (S, coercee)
(Se)—(S,€)

C-CongruenceBark

(SnewC(e)) — (S,newC(€))
(Sxm(e)) — (S,xm(€))

38

Figure 10:F Jq: Operational Semantics



B Proofs

B.1 Progress

Here we prove Lemma 3.1 (Progress), which states

Given that- (S ) : T, then either

e g is avariablex.
e (Sey) — (8,€,) for someS ande,.
e (S ) is stuck due to a failed dynamic downcast.

Proof The proof is by induction oh (Sep) : T.
Fromt (S &) : T and [CheckState] we get that there &ré€’ such that- S: I and
I-epl.

Case e = (x): In this case the lemma is true by definition, the expression is a value.

Case gg=e.f: Froml' e : T and [Field] we gef - e: nonproxy N; T’ Alsofield{C) =
Tf.

Case gg=x.f: FromS:T andl - x: nonproxy N; " we deduce&(x) = (nonproxy, newC(y))
for a {C}° < N. So,ep reduces by [TransField].
Case gy =e.f: FromI + e: nonproxy N;I"" and the induction hypothesisy re-
duces by [C-CongruenceE].
Case e = (e;.m(€)): FromI ey : T and [Invoke] we gef + e; : nonproxy N; ™.

Case g = (x.m(y)): FromT + x: nonproxy N;I’, and+ S: ' we haveS(x) =
(nonproxy,newC(y)) for some{C}® < N. Moreover by definition, from
mtypeém,C) =T — U we get thaimbodym,C) = (z,ey). So,e can reduce
by [TransInvoke].

Case ep = (e1.m(€)): FromT I e; : nonproxy N; " and the induction hypothesis,
e; — € and the whole expression reduces by [C-CongruenceE].

Case ey = (xm(€)): Froml I ey: T and [Invoke] we gef’ +&: T, so by induction
hypothesise— € and the whole expression reduces by [C-CongruenceBarE].

Case ey = (newC(e)):

Case g = (newC(x)): Reduces by [TransAnnot].

Case & = (newC(€)): From [New] and™ I ey : T we getl - &: ST'. So, by the
induction hypothesisy can reduce by [C-CongruenceBarE].

Case eg = ((C)e):
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Case g = ((C)x): From [Cast] or [SCast] we have thBt- X : nonproxy ¢P;T,
therefore from- S: I we have thaB(x) = (nonproxy,newC’(X)), for some
C' € @, so thatC’' < D. If gnsubtype&C) = 0 thenC’ < C does not hold, so
we cannot apply [TransCast], and the program cannot take a step due to a bad
cast. In the case thginsubtypefC) # 0, then if {C'}¢ < ¢, orC’' < C then
e reduces by [TransCast], otherwisegifisubtypefC) = @, # 0 butC’ ¢ @,
then [TransCast] cannot be applied, and we again have a stuck program due
to a bad cast.

Case ep = ((C)€): From [Cast] or [SCast] we havet € : T, so by induction
hypothesisgy reduces by [C-CongruenceE].

Case ey = (letx=eyin e):

Case g = (letx=yin e;): The term reduces by [TransLet].

Case g = (letx=eyin e): Givenl ey : T we have from [Let] e : T';T;.
From induction hypothesis, we get that— €/, thereforeey reduces by [C-
CongruencekE].

Case g = (makeproxy €):

Case eg = makeproxy x: €y typechecks, so from [MakeProxy] we get- x :
nonproxy N;I’. Fromk S: T we get thatS(x) = (nonproxy,newC(y)), for
someC such that{C}© < N. So, we can reduce by [TransProxy].

Case gp = makeproxy €: Froml ey : T and [MakeProxyCheck] we get that-
€ : T/, therefore from the induction hypothesis, it reduces by [C-CongruenceE].

Case g = (coerce€):

Case ey = (coercex): Froml ey : T and [CoerceVarCheck] we get tHatan be
written asl” [x — Q N] such that:I'[x — Q N] - x: Q N;I"[x — Q NJ]. From
this and- S: I we get thatScan be written a8 w {x+— (Q,newC(y))} for
someC such that{C}© < N. So, ey reduces by [TransCoerce].

Case ey = (coerce€'): Froml™ ey : T and [CoerceExpCheck] we get tHat- € :
Q N;I’. Therefore, by induction hypothesgs,reduces by [C-CongruenceE].

Case g = (if e= etheneelsee)

Case g = (if x; = xathene; elsee;) FromT ey : T and [If] we get thatl +
X1 : nonproxy Ny andl” - X, : nonproxy N,. From this and- S: I we get that
S(x1) = (nonproxy, newCy (y1)) where{C;}¢t < N; andS(xz) = (nonproxy, newCx(y2))
where{C,}% < N,. So,ep reduces by [TranslIfTrue] or [TranslfFalse].

Case g = (if eg = exthenes elseey) FromT + ey : T and [If] we get thatl +
e1 : nonproxy Np;I’. Therefore, by induction hypothesig reduces by [C-
CongruencekE].
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Case g = (if x1 = exthenes elseeq) FromT - ey : T and [If] we get thatl” -
& : nonproxy Np;I’. Therefore, by induction hypothesig reduces by [C-
CongruencekE].

O

B.2 Preservation

Here we prove Lemma 3.2 (Preservation), which states

Given that- (S &) : T, and that(S ey) — (S, €)), thent (S,€;) : U such
thatU <T.

Proof The proof is by induction oS, &) — (S, €}).

Case (S ep) = (Sx): In this case the program cannot take an evaluation step, therefore
by definition the lemma is true.

Case (Se) = (Sef). Froml e : T;I"" and [Field] we gef - e: nonproxy N;TI".
AlsofieldgC) =T f.

Case g = x.f: Then (S &) reduces by [TransField[(Sx.fi) — (S x). Given
F (S ep), we have from [Field] thafieldC) = T f. By hypothesis- S: T,
which gives by [CheckState] thatS(x) : I'(x). So from [New],I - x; : §;T
whereS§ < T,.

Case e = e1.f: From the induction hypothesi¢S e;) — (S,€)) and (Ser) :
T: mean that- (S,€]) : T{ whereT] < T;. So, fieldqT;) C fieldsT, and
therefore|- (S,€,.f): T

Case (S ey) = (S e;.m(€)): Froml ey : Tp and [Invoke] we gef I e; : nonproxy N; ™.
Case ey = (0.m(y)): From [Invoke] we have:

[+o:nonproxy N;I T Hy: Tyl
mtypém,N) =Ty — Uq,... Ty — Uy
Ty <T; U <V for all i

I+ep.m(e):V;r”

Invoke

For all the classe€; that belong to the séd, mbodym,C;) = (x,&). More-

over, froml - o: nonproxy N; ', and- S: " we haveS(0) = (nonproxy, newC(y))

for some{C}© < N. Therefore, we get thahbodym,C) = (X, e) for thatC.

From [MBody-C] and [MBody-CSub], we get that for some ancefoof

C <D, we havambodym, D) = (x,e) andmis declared iM of D: U m(T x) { return €; }.
Therefore, foiD we have by [Method] that : T, this : nonproxy {C}cte:Te

andTe <U.
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We know that(S, ey) reduces by [Transinvoke] tBw {x +— S(y)}, e[this —
0]). Sincex¢ dom(S) we can create B’ = I/ {Xi— T } & {0+ nonproxy {C}°}.
Then,S(0) : nonproxy {C}* which meansS (o) : (o). Furthermorej- S: T,
and the only new elements B arex, for which §(x;) = S(yi), andS(y;) :
M(yi). But,I(y) =Ty andTy < T, so, by [CheckStore], we have thaS : "'
Finally, we also have that' |- e[this — 0] : To andTe < U from [Method], and
U <V from [Invoke]. Thereforel <V.

Case ey = (e1.m(€)): F (Se) and e reduces by [C-CongruenceE], so by the
induction hypothesis; (S, ;).

Case eg = (xm(e)): + (S &) andey reduces by [C-CongruenceBarE], so by the
induction hypothesis; (S, €)).

Case (S g) = (SnewC(e)):

Case eg = (newC(y)): Reduces by [TransAnnot] {&W{X— (nonproxy,newC(y))},X).
FromF (S &) : To and [New] we havé - e : nonproxy {C1¢; . Moreover
S(x) = (nonproxy,newC(y)). So, forl” = ['[x — nonproxy {C}¢] we have:
S(z) : T (z) for everyze dom(T), S(x) : I'(x), anddom(I"") = dom(T") U {x}.
Therefore}- S : .
Also, I’ - x : nonproxy C andnonproxy {C}¢ < To.

Case ep = (newC(e)): ey reduces by [C-CongruenceBarE], so by the induction
hypothesist- (S, €,) : T andT’ < To.

Case (Se&) = (S (C)e):

Case e = ((C)x): In this case, the program either takes a step by [TransCast] or
we have a stuck program due to a bad cast. If the program takes a step, it will
reduce to(S (C)x) — (S,x). The fact that the program takes a step means
that S(x) = (nonproxy,newD(y)) andD < C, by [TransCast]. Sox in the
resulting program will have typeonproxy {D}P.

Case g = ((C)e): From [Cast] or [SCast] we havel e: ¢°;’, andey reduces
by [C-CongruenceE] t¢S, (C)€). So, by induction hypothesis, (S,€) : T/
whereT’ < ¢P. Thereforesy typechecks with [Cast] or [SCast].

Case (Se) =(Sletx=-ejine):

Case eg=(letx=yin ): Then(S &) reduces by [TransLet] t(5 let x=yin &) —
(S"{x— S(y)},e). Given that- (S,e) : T, we know thal ey : T and from
[Let] we have thal Fy: Tyandlri[x— Ty|F e : T. So, forl’ =[x — Ty],
we have thatS(z) : '(z)Vz € domT) and thatS(x) = S(y) : I'(y). But
I(x) =T (y), so- S :T"’". Moreover, from [Let] we know thelt’ e : T.
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Case ey = (letx=ejin e): Givenl - ey : T we have from [Let]l” ey : Ty; 1.
From hypothesisey reduces (by [C-CongruenceE]) 8p — €. By the in-
duction hypothesis; (S,€;) : T{ andT] < Ti. So, (S, &) : T".

Case (S &) = (S makeproxy €):

Case ey = makeproxy X: ey typechecks, so from [MakeProxy] we get- ey :
proxy N andl” - X : nonproxy N
FromE S: T we get thatS(x) = (nonproxy,h), whereh = newC(y) for
someC such that{C}°® < N. Reduction by [TransProxy] giveS {y —
(proxy,h)},y). ForlT’ =Ty — proxy N], we have- S :T". Also, "+ y:
proxy N.

Case eg = makeproxye: FromT e : T and [MakeProxyCheck] we get that
I+ e: Te. Also, by hypothesis, it reduces by [C-CongruenceE[Soey =
makeproxy €) where-S: T, "€ : T, andT{ < Te. So,[" - makeproxy € :
T andT’' < T.

Case (S &) = (S coercee):

Case gy = (coercex): FromI - ep: T and [CoerceVarCheck] we get tHatan be
written asl" 1 [x — Q NJ such thatT 1[x+— Q N] - x: Q N;I"1[X+— Q N]. From
this and- S: T we get thatScan be written a8 W {x— (Q,newC(y))} for
someC such that{C}© < N.

By hypothesisgy reduces by [TransCoerceSuw {x — (Q,h)}, coercex) —
(SW {x+ (nonproxy,h)},x).

So, forl" = I1[x +— nonproxy N] we have- S : T’ andl"" - x : nonproxy N,
wherenonproxy N < Q N.

Case g = (coercee): By hypothesis{S, coercee) — (S, coercee’) and- (S &) :
T, which gives from [CoerceExpCheck] that(S,e) : Te.
So, by induction hypothesis we get thatS,€) : T, and T, < T.. Therefore,
(S, coerce€) : T whereT’ < T.

Case (S ey) = (S if e=etheneelsee)

Case g = (if x; = xotheneg elsees) FromT ey : T and [If] we get thatl -
X1 : nonproxy N; andl™ - X2 : nonproxy N,. From this and- S: I we get that
S(x1) = (nonproxy, newCy (y1)) where{C;}¢t < N; andS(xz) = (nonproxy, newCx(y2))
where{C,}% < N,. Also, (S, &) reduces by [TranslfTrue] or [TranslfFalse],
to (Sez) or (S e).
So, for[’ =T, we have that S : I’ sinceSdid not change, and that - e, :
T, andl™ + e3: Tz, where from [If] we had thaf, < T andT; < T. Therefore,
in either casé¢’ ¢, : T andT’ <T.
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Case e = (if e1 = exthenes elsees) FromT - ey : T and [If] we get thatl” -
e1 : nonproxy Np;I’. Also by hypothesisgy reduces by [C-CongruenceE], so
(Se1) — (S,€)). By the induction hypothesis, there i§‘asuch that- S : T’
andl” - € : T whereT] < nonproxy Nj. It follows thatT, = nonproxy Nj
andN; < Nj.
Therefore[' - ¢€;: T' andT’ < T.

Case gy = (if x; = exthenes elseey) FromT + ey : T and [If] we get thatl +
& : nonproxy Np;I’. Also by hypothesisgy reduces by [C-CongruenceE], so
(Se) — (S,€,). By the induction hypothesis, there i§ asuch that- S : T’
andl" - €& : T; whereT; < nonproxy Ny. It follows thatT; = nonproxy N
andN; < Ny.
Therefore[' - ¢€,: T' andT’ < T.

g

B.3 Inference Soundness
The soundness proof makes general use of the following lemma and corollary.

Lemma B.1 Given a derivatior-; CT, for any subderivation concluding with+; ' :
T:IorTl . E : T:;I, there is no other subderivatiofy - f(';’ :T;Tgorloke Z(')O :
To; Mo in b CT where | =b.

Proof Assume that all expressiorisappearing irCT are uniquely-labeled. We proceed

by case analysis on the inference rules observing that never does a subderivation in the
premise refer to the label used in the conclusion. The only interesting cases are the [I-
CoerceVar] and [I-CoerceExp] rules, which introduce a fresh label to ensure this invariant.
O

Corollary B.2 Given a derivatiort; CT generating implication constraints |, and a la-
bel set L and substitutioa such thato, L = I, then for all expressiong!' appearing in
subderivations concluding with rules fixp, whereexpis not CoerceExp or CoerceVar,
then & L.

The following lemma is used in cases involving fields and methods in the soundess proof.

Lemma B.3 Given a substitutiow, label set L, and an inference derivatibnCT which
generates constraints and |, ifo = $ ando, L =1, then let CT = 7[[CT] (usingo and
L):

1. Ifusing CT we have that fielts®) =T f, then using CTwe have fieldss(¢©)) =
o(T) f.

2. If call(m, ¢C,§) =K aC is a subderivation of-; CT then for all G € o(¢), if
mtypém,Ci) = T, — Qi ¢ in CT, then mtypen,G;) = o(T;) — o(Qi) o(¢F) in
CT.
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Proof

1. o(¢°) =0o(¢)C, andfield{a(9)°) = field{C), so it suffices to show thatfield{C) =
T finCT, thenfieldC) = o(T) f in CT'. This follows by straightforward induc-
tion on the derivation ofieldgC) in CT and the transformatiod [C]. The key
point is that theclass case of7 [-] uniformly applieso to the types of declared
fields (which otherwise remain the same).

2. By definition,call(m,o(¢°), S) implies that for allC; € a(¢), mtypgm,C;) = T; —
Q ¢F. The desired result follows by straightforward induction on the derivation
of mtypém,C;) in CT and the transformatiod [CT]. The key point is that the
method case of/ [-] uniformly applieso to the types of parameters and return
types of methods (which otherwise remain the same).

O
Now we prove Theorem 3.4 (Inference Soundess), which states

Given a substitutiom, label set_, and an inference derivation CT which
generates constraintgsandl, if o = ando,L =1, then- 7[[CT]. More-
over, for each subderivation 6f CT which contains subderivations of the

form
1. HCL
2.5 M
3.THE T, or
N H

there is a corresponding subderivatiort-of [CT] having the form:

1. FT[CL]
2. - T[M]
3. oM F T[E']:o(T);0(l")

Proof The proof is by induction on the inference derivatiorCT. We consider each of
the rules used in the derivation lof CT. Using Corollary B.2, we can assume thag L
for each of the [lexg rules, whereexpis not CoerceExp or CoerceVar.

Case [I-Var]: £=x Fx— T]H X T;F[x— T]

Sincel ¢ L, we haveT [£'] = x. Sincea(I'[x — T]) = o()[x+— o(T)], we have
o(Mx—T]Fx:T,;0(T)[x— T'] by [Var].

Case[l-Let]: E=letx=e1ine
MHie TN
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Mx— T He: T Mx—T"]
Sincel ZL, we haveT [£'] = let x= T [e1] in 7 [e;]. By the induction hypothesis
oM FT[e]:0(T);0(l)
o(Mix—T))FT[e] : o(T);0(l[x+— T"]).
The latter can be written asi(l'1)[x— o(T)| - T[ex] : o(T");o(I") [x — o(T")].
Therefore, we have(I") - letx = T[ei] in ZT[ex] : o(T');0(I") by [Let].
Case [I-If]: £ =if e = exthenes elseey
I Fcer:nonproxy Ni; Mg
1 ¢ & :nonproxy No; T2
Mobies:Qz ;T3
Fabies: Qadyila
Q3¢5 < T’ andQ, 92 < T’
T’ =k af andE = lub(C, D)
mergéls,4)

Sincel ¢ L, we haveT [£'] = if T[e;] = 7[e;] then T [es] elseT [e4]. By the
induction hypothesis we have

o(F) = T[e] : nonproxy (N1 );0(I"1),

o(I'1) F 7 [ez] : nonproxy o(Nz);o(I"2) and

o(M2) - T[es] : 0(Qs ¢5);0(I3).

o(T3) - Tes] : 0(Qa 07);0(T4).
Becauseo = .5, we haveo(Qs ¢5) < o(T’) anda(Qq ¢7) < o(T’). Moreover,
sincel 3(x) < T'(x) andl4(x) < T'(x) for all x e domT3) Nndom(T 4) (by the defi-

nition of mergd, theno |= S implies thato(I"") = mergda(I2),o0(I"3)). Therefore,
from [If] we get

o(lN Fif T[e1] = T[ex] then T[es] elseT [es] : o(T');0(l)
Case [I-Field]: E =efi

I ¢ e:nonproxy N; I’
fieldgN) =T f

Sincel €L, we haveT [£'] = T [€].fi. By the induction hypothesis(I") - 7 [€] :
nonproxy 0(N);o(I"’). By Lemma B.3, we havield§a(N)) =o(T) f. Therefore,
from [Field] we have
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o)+ T[e].fi: o(T);o(r")
Case [I-Invoke] ‘£ = e;.m(e)

I ey : nonproxy ;T
Me:Sr”
call(m,¢¢,S) =k o
Sincel ¢ L, we haveT [£'] = T [e:].m(Z[€]). By the induction hypothesis,
o(l) F 7T [ei] : nonproxy o(N);o(l")

oM+ T[€e):a(S);o(r")

By Lemma B.3 we have
for all G € o(¢), mtypém,G;) = o(T) — o(Q) o(¢¢) inCT".
This implies that

mtypém, o(¢€)) = o(T1) — 6(Q1) 6(¢5),...,0(Tn) — 6(Qn) 0(¢5), where
mtypém,Ci) = Ty — Q1 9§ (in CT) for all G € o(¢)

By the definition ofcall and sinces |= §, we also have that
o(S) <o(T) foralli<n
o(Q) o(¢F) < o(k) o(a®)

Therefore, from [Invoke] we get
o(lN F Tel].m(7[€]) : (k) a(a®);o(r")

Case [I-New]: £ = newC(e)

r-e:Sr
field{{C}¢) =T f
S<T

Sincel ¢ L, we haveZ[£'] = newC(7[€]). By the induction hypothesis, we
have

oM+ T[e]: G(S_);G(F’)

By Lemma B.3 we havdieldgo({C}°)) = o(T) f, and sinces |= 5, we have
0(S) < o(T). Therefore, from [New] we get

a(I) - newC(7[€]) : nonproxy a({C}%);a(I")
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Case [I-Cast]: £ = (C)e
I ¢ e: nonproxy ¢°; T’
Sincel ¢ L, we haveT [£'] = (o(C))7T[€]. By the induction hypothesis
o(T) T [e] : nonproxy o(¢P); o(I”)

Therefore, we can always apply either [Cast] or [SCast], depending on whether
@ = ¢ NsubtypefC) is empty or not to prove

o() - T[(C)€] : nonproxy o(¢k); o(T"")
Case [I-MakeProxy]: £ = makeproxy e
I ¢ e: nonproxy N; T’
Sincel ¢ L, we haveT [£'] = makeproxy 7 [€]. By the induction hypothesis
o(l) + T[e] : nonproxy o(N); (")
Therefore, by [MakeProxy] we have
o(I") - makeproxy 7 [e€] : proxy 6(N);o(l")
Case [I-CoerceExp]:E # x
M Eo:QN;I’
By the induction hypothesis
o(F) F T[£] : o(Q) a(N);0() (Y
The desired result is
o(l) + T[E] : nonproxy o(N);o(l'")
sincea(nonproxy) = nonproxy. There are two cases.

e | ZL. Theno,L = | impliesproxy £ Q, which implies that(Q) = nonproxy.
Moreover, we have [£'] = T[Z£] (sincel ¢ L), and thus using (1) we can
show the desired result.

e | €L. Theno,L = | implies proxy < Q, which implies thato(Q) = proxy.
Moreover, we have [£'] = coerceT [£], and thus by [CoerceExp] and (1)
we have the desired result.

Case [I-CoerceVar]: £ = x

Fx— QN Xo:QN;I'[x— QN|
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By the induction hypothesis

o(M)[x—a(Q) a(N)] - T[x] : a(Q) a(N);o(T)[x—a(Q) a(N)]  (2)
The desired result is
o(M[x+— o(Q) a(N)] - T[X] : nonproxy o(N); o(I")[X+— nonproxy (N)]
Similarly with [I-CoerceExp], there are two cases:
o | ZL. Similarly [I-CoerceExp]o(Q) must benonproxy, andZ [£'] = T[x],
which using (2) yields the desired result.
e | L. ThenT[£'] = coercex. Therefore, from [CoerceVar] and (2) we have
the desired result.
Case [I-Method] M = S m(T X) { return e}
X: T, this : nonproxy {C}C i e:U;I”
u<s
CT(C) =classCextendsD{ ...;... }
overridgm,D,T — 9)

We have that
T[S (T x) { return €, }] = o(S) m(a(T) X) { return T[e];}

By the induction hypothesis

X a(T),this : nonproxy {C}¢ - T[e] : o(U); (")

By definition we have tha? [CT(C)] = classCextendsD { ...;... }, and since
o = S, we haveo(U) < a(S). Finally, we have thabverridgm,D,o(T) — a(S)),
since by Lemma B.3, iff [CT] we havemtypém,D) = o(T) — o(S). Therefore,
by [Method], we have

Fao(S) m(o(T) x) { return Z[e]; }

Case [I-Class]classC extendsD { T f;K M }

K =C(T g,Sf) { super(g); this.f = f; }
fieldgD) =T g
M

The transformation gives

T [classC extendsD { T f;K M }] = T[classC extendsD { o(T) f; T[K] T[M] }]

49



By the induction hypothesis
- T M]

By Lemma B.3,
o(fieldgD)) = o(T) g

By definition,
T[K] = C(a(T) §,0(S) f) { super(@); this.f = f; }

So, by [Class] we have

- classC extendsD { o(T) f; T[K] T[M] }
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