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Answer Justification in Diagnostic Expert Systems—
Part ll: Supporting Plausible Justifications

JAMES A. REGGIA, BARRY T. PERRICONE, DANA S. NAU, anp YUN PENG

Abstract—This paper describes how a new method for answer justifi-
cation in abductive diagnostic expert sysiems, presented in a preceding
companion paper (Part I), can be sapported in a domain-independent
fashion. Both the issues of explaining why a disorder is included in a
differential diagnosis and why it is ranked the way it is refative to its
“competitors” are addressed. This approach to answer justification is
then compared to previous work on answer justification in medical expert
systems. :

INTRODUCTION

HIS is the second of two companion papers on answer

justification in diagnostic expert systems. In Part I, an
“abductive” model of diagnostic reasoning was presented.
This model is referred to as the generalized set covering (GSC)
model because it is based on adopting set covering concepts
to simulate diagnostic inference. It was demonstrated that the
GSC model can support a plau.SIb}e form of answer justifica-
tion.

In this paper, the methods used to support domain-indepen-
dent answer justification in the context of GSC-directed prob-
lem solving are described. The description of these techniques
is divided into two sections. In the first of these sections, the
issue of why a disorder is or is not included in a differential
diagnosis is addressed. In the second of these sections, the
issue of why those disorders included in the differential diag-
nosis are ranked as they are is addressed. An additional final
section of this paper then compares the approach to answer
justification described here to previous work on this topic.

CATEGORICAL ASPECTS OF ANSWER JUSTIFICATION

After describing a patient to a diagnostic expert system
based on the GSC model, the user is provided with one or
more generators representing the “solution” or differential di-
agnosis (plausible diagnoses under consideration) for that pa-
tient. This is illustrated at location (1) in the dizziness con-
versation of Part I where the user is shown a single generator

G, = {d;} X {dy, ds, dy, ds, dg} X {dy, dy, dy, dyo, 4,1}
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where ¢, = basilar migraine, d; = ototoxicity secondary to
quinine, etc. G, represents 25 possible explanations in a com-
pact form, such as {d,, d,, d\y} = {basilar migraine, otoscle-
rosis, autonomic neuropathy}, each of which can account for
all of the patient’s manifestations. :

Justifying the “categorical” aspects of a differential diag-
nosis centers on explaining why a disorder is or is not in the
solution to the problem. To understand how this works in the
GSC model, it is useful first to consider a single explanation
in the solution. The key concept is that the disorders in any
given explanation divide M into nonempty subsets. Manifes-
tations that lie in a region of M which is covered solely by
one disorder in the explanation provide a reason for why that
disorder must be present; it is necessary to account for those
manifestations. (For example, Fig. 3 in Part I shows M* di-
vided into three regions labeled 2, 3, and 4; manifestations in
regions 2 and 4 could be used to justify why d, and d; must
both be present.)

This concept can be generalized to generators by making
the following definition. Let G, = gy X g, X -+ X g, bea
generator in the solution to a-diagnostic problem. Then, for
some g, in Gy, define

M man(d)

degi

common(g,) =

and let cémmon*(gi)(= common(g) A M*. The set com-
mon™(g,) represents those present manifestations which can
be accounted for by any one of the disorders in g, Fig. 1
illustrates this concept, for a generator G, =g, X g, where
common™(g)) is indicdted by regions 2 and 3.

In the preceding paragraphs, we have represented each gen-
erator using the notation G; = gl X g3 X + X g, where
each g, is.a set of “competing™ disorders. Mathematically, a
generator G; is represented as a set Gy = {g, 82, " ", &}
The set of all sets of disorders D generated by G; is designated
as [G,). For a diagnostic problem P = (D, M, C, M"}, let
Sol(P) represent the solution of P as defined in Part L The
following results are readily established.

Proposztzon 1: For a diagnostic problem P, let G, = {gl, 22

, 2.1 be a generator such that [G,] € Sol(P). Then,

D M* = U common*(g); and

gi€Gr
2) Vg, € G, common™(g) # 2.

Proof-
1} This assertion is proved by showing that each side of the
equality is a subset of the other
By the definition of common™(g)), for any g; € G,, it holds
that common™*(g) < M*, so U, common™(g) € M*.
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Fig. 1. The sets in a generator G; = {g,.g,} divide M™ into comemon, owned
and shared regions (see text for details).

Assume there exists an m € M* such that m ¢ Ug e COM-
mon*(g). Then, ¥ g; € G,, m ¢ common ™ (g,), so it is possible
to find a set D = {d;|d; € g; and m ¢ man(d}), 1 < i < n} of
# disorders, one from each g;, and none of which cover m, so
m ¢ man(D). But this contradicts the fact that D is an expla-
nation because D € [{G]] € Sol(P). Thus, our original as-

"sumption must be incorrect, and M < com-
mon” (g). .

2) Suppose common™(g;)) = & for some g; € G Let G}
= G, — {g;}, and let E € [G}]. Since common™(gy) = {J, for
any m € M" there is a d € g; such that m ¢ man(d). But since
E v {d} € [G] £ Sol(P), there must be a &’ € E such that
m € man(d'). Since this holds for every m € M™, it follows
that M™ < man(E). But then for every D & [G}}, |E| < |D|,
contradicting the minimality of the explanation D). Thus, com-
mon“(g;) # Vg € G, .

~ As illustrated in Fig. 1, it may be that for distinct g; and g;
in G, that common™(g) A common*(g;) # . It is, there-
fore, convenient to partition common*{g,) into

2ieGy

.owned *(g;) = common (g,) - U common T(g)
8 * gi :
amd |
shared"(g) = common®(g,) - — owned " (g).

In Fig. 1, owned*(g,) is indicated by region 2 and shared™(g,)
by region 3. While it is possible that shared'(g) = & for
some g;, in the GSC model it is always the case that the fol-
lowing is true.
Prdposition 2: For a diagnostic problem B let Gy = {g;, &2
*+, gny be a generator such that [G/] & SoI(P) Then
vg e G, owned” (g) # .

Proof: By the definition of owned*(g;), we must show
that there is an m € common™(g;) such that vj # i, m ¢ com-
mon*(g). .

By 2) above, we know that there is at least one m € com-
mon™(g;). Suppose that Vi & common™(g,), there isag #
g; such that m € common™(g) also. Let G; = G; — {g;} and
let E € [G;]. Then, for every m’ € M™, either of the following
holds.

Case 1: m' & common™( g), so by our supposxtlon above
there is a g; € Gy such that m’ € common *(gp-

Case 2: m' ¢ common*(g,), so by 1) above m' € com-
mon " ( gj) for some g; € G;

Thus, in either case, m' € common™( &) for some g; € Gy,

and so m' € man(E). Since this holds forallm’ e M*, M* C

man{F)}, contradicting the minimality of explanations in
Gy °

The property that owned™(g) # & for each g, € G, is
essential for the answer justification method described below
to work in abductive expert systems such as that illustrated in
Part I.

Within this conceptual framework, a categorical justifica-
tion can be provided for the presence of disorders in a gener-
ator G, forming part of the differential diagnosis by stating the
following.

1) That the presence of one of the disorders in g; is neces-
sary to account for the manifestations in owned*(g;), which,
as noted above, is never empty.

2) That any disorders in g; could account for the manifes-
fations in shared*(g,), although other disorders in (G, not in g;
may also account for these manifestations.

This approach to the categorical aspects of answer justifi-
cation is illustrated immediately following the points labeled
(2) and {3) in the dizziness conversation of Part L. For exam-
ple, at (3) the dizziness expert system states that one of the
listed inner ear diseases (ototoxicity secondary to quinine, etc.)
is necessary to account for the patient’s impaired hearing and
transient rotatory nystagmus (i.e., these two manifestations
are “owned” by the listed inner ear diseases, and none is
“shared”’ with other disorders). Clinically, this is a reasonable
response to the request for justification.

In implemented expert systems- based on the GSC model,
the user can also ask for answer justification about a specn‘ic
dxagnosw such as

justify diagnosis = otosclerosis.

With a suitable change in wording, the same approach de-

scribed above can explain why *‘otosclerosis or one or its com-
petitors” (i.e., disorders in the same g;) is necessary in the
differential diagnosis.

If the user wants to know why some disorder is rot in the
differential diagnosis, thls can be requested by commands such
as

justify diagnc;sis # hypoglycemia.

A rationale for omitting a disorder from the differential diag-
nosis can be based on either the fact that the disorder is not in
a minimal cover [see location {6) in the dizziness conversation
in Part 1], or that the disorder has been “categorically re-
jected” (discussed in the next section),

In summary, the theoretical GSC model of diagnostic prob-
lem solving is seen readily to support categorical aspects of
answer justification. By identifying the manifestations
“owned” by a set of competing disorders in a-generator/dif-
ferential diagnosis, clinically plausible reasons for considering
the presence of those disorders for a particular patient can be
provided.

PROBABILISTIC ASPECTS OF ANSWER JUSTIFICATION

The current version of the GSC model as summarized ear-
lier is directed toward categorical aspects of diagnostic prob-
lem solving. Probabilistic aspects are addressed in functioning
expert systems by superimposing a simple, nonnumeric
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weighting scheme on the GSC model. We describe this heu-
ristic scheme here briefly in the context of answer justifica-
tion, and the interested reader is referred to [10] (in Part I)
for further details.

While exact probabilities of diagnostic associations are usu-
ally not available in medicine, a great deal of coarse, subjec-
tive probabilistic information does exist. Expert systems based
on the GSC model represent this useful information as sym-
bolic probabilities: A = always, H = high likelihocod, M =
medium likelihood, L = low likelihood, and N = never. These
symbolic probabilities are interpreted in different ways, de-
pending on the context in which they appear. For example, in
the description of Cogan’s syndrome in the dizziness knowl-
edge base (see Fig. 1, Part I}, the *“(L)” following the words
“COGAN’S SYNDROME" indicates that this disorder is rel-
atively uncommon, providing a rough approximation to the
prior probability P(d;) used in Bayesian classification ([2] in
Part I). The “{L)” in “TEMPERATURE = ELEVATED
{L)” indicates that Cogan’s syndrome only occasionally
causes fever, and the “{A)”" in “HYPEREMIC CONJ}UNC-
TIVA (A)> means that when Cogan’s syndrome is present,
hyperemic conjunctiva (bloodshot eves) always occur. These
latter two symbolic probabilities approximate the conditional
probabilities P(mj|d,-) used in Bayesian classification ([2] in Part
I). The user can also indicate uncertainty in describing a pa-
tient by using the same set of symbolic probabilities in an-
swering questions generated by an expert system (see {10] in
Part I).

During problem solving, the symbolic conditional probabil-
ities A and N are used to determine when any disorder d; should
be categorically rejected by the inference mechanism. For ex-
ample, since the description of Cogan’s syndrome (Fig. 1 in
Part I) indicates that hyperemic conjunctiva are always present
(i.e., that P(hyperemic conjunctiva|Cogan’s syndrome is
present) = 1.0}, if the user indicates that hyperemic conjunc-
tiva are absent then Cogan’s syndrome is immediately dis-
carded from further consideration. In such a situation, the very
framework in which the GSC model is functioning is changed
{(i.e., D, the set of all possible disorders, is modified by re-
moving the rejected d;), and the reason for discarding disorder
d; is recorded. This reason can later be retrieved and displayed
in response to a “why not d;”’ request from the user; as is
illustrated for Cogan’s syndrome at location (7) in the dizzi-
ness expert system conversation in Part I. The ability to make
categorical rejections as described here is an example of one
type of deductive inference that can be made within the frame-
work of the GSC model.

Symbolic probabilities are also used to rank competing dis-
orders in the solution to a diagnostic problem prior to display-
ing them to the user. Two numerical scores are calculated for
each disorder in an explanation. One score, a “‘setting score,”
reflects how common the disorder is in the current clinical
setting, and is calculated based on problem features which are
not manifestations. The second score is a “match score™ which
reflects how closely the manifestations of the disorder corre-
spond to or “match’ those of the patient. These two scores
are combined into a single final score which is converted back
to a symbolic probability and is then displayed with the dif-

ferentiat diagnosis (see location (1) in the conversation in Part
I with the dizziness expert system).

The mechanism used to derive setting and match scores in
expert systems based on the GSC model is a coarse weighting

scheme. The weights involved are the symbolic probabilities
associated with the description of each disorder in a knowl- -
edge base. The setting score of a disorder 4 is based on the

prior probability of 4 (e.g., L for Cogan’s syndrome) and the
setting in which problem solving is occurring. For example, if
the description of Cogan’s syndrome had included the state-
ment

AGE GT 60 (H)

indicating that Cogan’s syndrome was more likely in the el-
derly, and the current patient being evaluated by the expert
system was 65 year old, then the setting score would be ad-
justed upward from its initial L level. When statements about
the setting, such as that on age immediately above, appear in
a description of a disorder d, we will refer to them as state-
ments about ronmanifestations that are included in 4’s de-
scription.

The match score for a disorder d is calculated based on the
conditional symbolic probabilities associated with manifesta-
tions listed in d’s description (e.g., the L following TEMPER-
ATURE = ELEVATED in the description of Cogan’s syn-
drome). The final score, representing the likelihood of d, is
based on a normalized product of its setting and match scores.
There is a rough correspondence between this approach and
Bayesian classification where, for some set of problem features
x, .

P(dix) o P(d)P(x|d).

Here, P(d)!x) corresponds to the final score derived for a dis-
order d, P(d) is a special case of the context-sensitive setting
score, and P(x|d) is a special case of the context-sensitive
match score (““o’ is read as “is proportional to’’). The details
of this context-sensitive scoring mechanism as used in expert
systems based on the GSC model have been described else-
where ({10] in Part I), )

“The relative ranking of two competing disorders in a gen-
erator is thus justified by looking at the differences between
corresponding symbolic probabilities associated with the de-
scriptions of the two disorders. As with the scoring mecha-
nism itself, this analysis involves both the clinical setting and
the relevant manifestations. Differences in both the prior prob-
ability and the probabilities of nonmanifestations (e.g., the age-
related or sex-related risk for a disease) in the descriptions of
two disorders form the setting score contribution to justifying
the relative ranking of two disorders. Differences in the con-
ditional probabilities of manifestations form the match score
contribution to justifying the relative ranking. For example,
suppose d, is ranked higher than d; in the final differential di-
agnosis. For any m ¢ M", if the symbolic probability of m
given d; is higher than that given d;, then it can be cited as a
reason for d;’s higher ranking. Similarly, for manifestation m’
not in M, if the symbolic probability of m’ given d; is lower
than that given d;, m" can also be cited as a reason for d;’s
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higher ranking because it is expected to be present “less
strongly” when d; occurs than when d; occurs.

The specific strategy currently used to justify the relative
ranking of disorders is based on the fact that compeiing dis-
orders, such as the five inner ear diseases in the example con-
versation earlier

ototoxicity secondary to quinine {H}

ototoxicity secondary to aminoglycosides (H)

otosclerosis (M}

labyrinthine fistula {L}

meniere’s disease {L)
fall into three groups based on their likelihood: H disorders
(most likely), M disorders (possible but less likely), and I dis-
orders (possible, but least likely). For H disorders, a justifi-
cation of their ranking must explain why they are most likely,
so the heuristic justification strategy used cites only factors
which favor these disorders. For M disorders, factors which
both favor and are against each disorder are cited. Finally, for
L disorders, only those factors which are against each disorder:
are cited to justify why they are ranked lowest. It now remains
to be specified, more precisely, what it means for a factor to
“favor” or be “‘against” a disorder.

Factors which favor a disorder are those which make the
presence of that disorder seem relatively plausible. The follow-
ing three heuristic criteria are used to identify factors favoring
a disorder d relative to its competitors which can be cited in
explaining d’s ranking. -

1) Prior Probability: 1f the prior probability of d is as high
as that of all of its competitors and higher than some, then
state that d is more common in general than some of its com-
petitors.

2) Seuting: For each nonmanifestation § in the description
of d which

a) has a symbolic probability of H or A specified with it
in the description of 4, and

b) is specified by the user to be present in the current case
with a probability of H or A, then state that § favors d. (This
is illustrated in the example conversation on dizziness in Part
I immediately following location (4) where “current medica-
tions = large amounts of quinine” is cited as a Teason that
ototoxicity secondary to quinine is ranked highest.)

3) Present Manifestations: Let g; be a set of competing dis-
orders in a generator for the solution to the dlagnostlc problem
and let d € g;. Then, foreackm e owned*(g)), if the condi-
tional symbolic probab1hty of m given d is as high as that of
all its competitors and is higher than some, then state that m
is a factor favoringsthe presence of d. (This is also illustrated
immediately following location (4) where it is noted that oto-
toxicity secondary to quinine is more likely to explain the pa-
tient’s impaired hearing than some of its competitors. }

Analogously, factors which are against a disorder are those
which make the presence of that disorder seem less hkely The
following four criteria are used to identify factors against a
disorder d relative to its competitors which can be cited in
explaining d’s ranking.

1) Prior Probability: If the prior probability of d is as low
as that of all its competitors and lower than some, then state
that d is less common in general than some of its competitors.

2} Setting: For each nonmanifestation § in the description

of d which

a) has a symbolic probability of L specified with it in the
description of d, and

b) is specified by the user to be present in the current case
with a probability of H or A, then state that S is a factor count-
ing against d.

3) Present Manifestations: Let g; be a set of competing dis-
orders in a generator for the solution to the diagnostic problem
and let d € g, Then, for each m € owned* (g,), if the symbolic
probability of m given d is as low as that for all of its com-
petitors and is lower than some, then state that d is less likely
to cause m than some of its competitors as a factor counting
against d. (This is illustrated in the example dizziness conver-
sation at location (5) in Part I where the fact that labyrinthine
fistula only occasionally causes impaired hearing is cited as
one reason that this disorder is less likely than some of its
competitors.)

'4) Absent Manifestations: For each m € man(d) —~ M",
i.e., for each manifestation in the description of d which is
absent, cite the absence of the expected manifestation m as a
factor counting against the presence of d. (This is illustrated
in the example conversation in Part I immediately following
Jocation (5) where the absence of tinnitus is given as one of
the reasons that labyrinthine fistula is relatively unlikely.)

In summary, expert systems based on our implementation
of the GSC maodel use a simple weighting scheme to rank com-
peting disorders based on the symbolic probabilities in a
knowledge base. The structure (generators) imposed on the
solution to a diagnostic problem by the GSC model is seen to

lend itself readily to justifying the ranking of competing dis-

orders. Criteria have been specified above for identifying the
probabilistic factors which count for and against disorders in
a differential diagnosis. While these criteria are necessarily
heuristic in nature (i.e., not guaranteed to always work), they
are at least consistent with empirical studies of how physicians
rank competing disorders in a differential diagnosis ([6] in Part
I) and with subjective descriptions of the plausible reasons
people give for abductive inferences they make [1]. '

DisCUSSION

This and the companion paper have described a new method
for automated answer justification suitable for use in diagnos-
tic medical expert systems using abductive inference. While
other, nonrule-based abductive expert systems exist (€.8., 2D,
to the authors’ knowledge these systems have not addressed
the issue of answer justification in a general and systematic
fashion. It is encouraging that the GSC model supports answer
justification, in that the GSC model was not originally devised
with any conscious attention to providing justifications. The
fact that this ability “falls out” of the basic assumptions of the
model adds to its attractiveness as a new method for use in
medical expert systems. o

We conclude this paper by summarizing past research on
answer justification in medical expert systems, and by explain-
ing where our approach fits into this earlier work. For our
purposes, this previous work can be conveniently character-
ized as falling into three categories. These ‘categories, sum-
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marized below, are distinguished by the “‘level of machine un-
derstanding” at which medical knowledge used for answer
justification is represented and processed.

Precomputed justifications, or justifications using *canned”’
text, represent the “shallowest” form in which justification
information can be stored and processed. In programs using
this approach, the system does not “understand,” in any
sense, the information it uses or presents to rationalize its ac-
tions, but simply retrieves indexed text in appropriate situa-
tions. Text retrieval question-answer systems (e.g., [3]), and
any program that prints out error messages in response to user
actions (“ERROR: YOUR VALUE FOR PATIENT AGE IS
OUT OF RANGE™}, would fall into this category. A number
of Al programs incorporate this ability, which is useful in fairly
simple situations, but does not provide for answer justification
for questions unanticipated by the system designer. In addi-
tion, since in Al systems the knowledge base and textual in-
formation may be kept separately, they might be indepen-
dently changed resulting in justifications inconsistent with
inferences actually made by the program,

Explaining the problem-solving knowledge and activity used
by an expert system provides a somewhat “‘deeper’ approach
to answer justification. Answer justification is produced by de-
scribing the general inference method that was used (e.g., the
procedure followed, calculations performed, or that deduction
was used) and/or the specific clinical knowledge that was ap-
plied by the program in making decisions, Examples of pro-
grams adopting this approach include those which cite a pro-
cedarally oriented goal stack [4], state a procedure followed
to accomplish a task [5], analyze the probabilities of clinical
associations in a statistically oriented knowledge base [6], and
_maintain a trace of the chain of deductions made during prob-
lem solving so that appropriate rules can be produced [7].

This second approach has the advantage that the same clin-
ical knowledge is used for both problem solving and answer
justification, assuring that a change to this information is au-
tomatically and consistently reflected in both of these activi-
ties. However, at times the justifications produced by these
systems have appeared quite stilted or even perplexing because
they are cast in terms of variables, data structures, or knowl-
edge organizations that do not directly correspond to those
familiar to the clinically oriented user. Furthermore, while this
approach can explain what the expert system has done, it does
not really account for why the underlying procedures, rules,
calculations, etc. which are used are correct.

Reference to underlying causal mechanisms is the third and
“deepest” method ;which has been studied. Programs using
this approach refer to underlying pathophysiological models to
explain why certain actions were taken or inferences made.
Examples include expert systems dealing with digitalis ther-
apy [8] and electrolyte disorders [9]. These systems maintain
a set of causal associations which are not used directly in prob-
lem solving (e.g., ““hypercalcemia causes increased cardiac
automaticity ) as part of their knowledge base and can retrieve
them as a rationale for problem solving activities. This ap-
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proach appears quite promising, but has so far only been ap-
plied to relatively small medical domains, is very experimen-
tal, and requires potentially large additions to the knowledge
base used for problem solving.

At present, it seems reasonable to accept that all of these
techniques for answer justification are of value, and that their
combination might be the most productive approach to take in
future expert systems. The answer justification method de-
scribed in this paper falls somewhere between the second and
third categories above. Although our mefhod is based on citing
cause—effect associations to provide a rationale for a diagnosis,
these associations are the clinical problem-solving knowledge
of the program rather than underlying pathophysiological
mechanisms.

Answer justification based on the GSC model is quite at-
tractive in that it provides a telatively intuitive rationale for a
differential diagnosis from the viewpoint of the human diag-
nostician. Citing the causal associations between discases and
the given symptoms to explain why certain diseases are plau-
sible is certainly more satisfying, for example, than citing ar-
bitrary if-then rules. Also, answer justification based on the
GSC model does not require supplementing the knowledge
base with either free text or pathophysiological models, al-
though either of these approaches could potentially be used to
augment justifications.
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