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ABSTRACT
Robust speech enhancement is a key requirement for many emerg-

ing applications. It is challenging to recover clear speech in com-

modity devices, especially in noisy real-world scenarios. In this

paper, we propose VoiceFind, which uses only two microphones

to spatial filter the desired speech from all interference. Further-

more, to improve the intelligibility of the speech after filtering,

we design a Conditional Generative Adversarial Network (cGAN)

to reconstruct the desired speech from environmental noises and

interference speeches. This is an early attempt to explore this di-

rection. Results from simulation and real-world experiments show

promise.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting systems and tools; • Hardware→ Beamforming.
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1 INTRODUCTION
Teleconferencing and online audio-video chats have become a part

of our daily necessities. Voice communication over the internet

connection (VoIP) has made it affordable to the masses and fueled

the culture of ubiquitous conversation on mobile devices. The re-

cent pandemic has served as an impetus to the growth of online

voice communication. As a result, multiple people conversing on

smartphones or headphones are a common sight in homes, in pub-

lic places, or on daily commutes. This growing culture of voice

communication in shared spaces underscores the need for techni-

cal innovation in isolating a conversation in a noisy environment.

Noise-cancelling earphones [13] solve one-half of the problem by
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Figure 1: A representative application and overview of VoiceFind.

stopping noise while listening. However, while speaking the am-

bient noise is mixed with the user’s voice and degrades its intel-

ligibility to the person at the other end of the conversation. We

explore a novel direction of using the frequency structures and

unique features of the human voice to recover intelligible speech in

extreme noise conditions. This paper presents our speech recovery

method that combines ideas in analytical spatial filtering and with

generative deep learning approaches. Figure 1 shows an overview

of our system.

The idea of a spatial filter to suppress noise is not new to the re-

search community. Past works have leveraged spatial filtering to

enhance speech coming from a specific angle while suppressing

sounds from other directions. Traditional beamforming methods

combine multiple spatially distributed sensor data for spatial fil-

tering. Barlett (Delay-Sum) beamforming combines signals with

pre-defined delays. Adaptive beamforming such as Minimum Vari-

ance Distortionless Response (MVDR), Linear Constraint Minimum

Variance (LCMV), and Generalized Side Lobe Canceller (GSC) adap-

tively tune their filter weights to suppress any signal coming from

undesired directions. In the past several years, deep learning-based

solutions have demonstrated significant advancement in speech

separation. However, these models do not generalize well in high

noise scenarios [15]. These solutions also suffer from label per-

mutation problems, which means the model cannot identify the

target speech. Instead of only using an audio channel, recently,

UltraSE [24] and Hybrid-Beam [26] solve the label permutation

problem by capturing the ultrasound reflections from the speaker’s

face and estimating the angle of arrival with traditional beamform-

ing. These two methods have shown good spatial speech filtering

ability, but they rely on multimodal signals or a large microphone

array. The requirement of multiple sensors limits their applica-

tion on commodity devices, such as smartphones and headphones,

which commonly have two microphones. To provide a better call

experience, the acoustic industry actively explores speech spatial
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filtering. Sony’s voice pickup [2] technology and Apple’s voice

isolation [1] feature use beamforming microphones and AI-based

models to isolate the user’s voice. In this paper, we aim to overcome

the limitations of training-based speech enhancement and intro-

duce a spatial filtering method based on the frequency structure of

the human voice. We believe this approach will complement the

existing solutions.

To enable sound separation and enhancement on commodity de-

vices, we ask the question: Is it possible to spatially filter speech with
only two microphones, without any further hardware attachment on
commodity devices? We propose a system, called VoiceFind, that can
spatially filter human speeches with only two microphones on com-

modity devices. To achieve this goal, we solve two core challenges:

(1) How to emulate a microphone array with only two of them? Tra-
ditional spatial filtering techniques utilize the phase delay between

the recorded signals by microphones caused by propagation in

space and time, thus an array is required. To address this challenge,

we leverage the fact that human speech includes multiple harmonic

frequencies. Instead of using phase difference accumulated in space,

we use the phase accumulated in harmonic frequencies to create a

modified steering vector. Unlike traditional steering vectors whose

resolution depends on the number of sensors and their geometry,

our steering vector treats harmonics present in the speech signal as

virtual sensors. After creating a steering vector, we use the MUSIC

algorithm to compute the direction of arrival (DOA) for all time-

frequency components that are corresponding to the speech signal

and then based on the estimated DOA we keep the time-frequency

component that is coming from the desired direction.

(2)How to improve intelligibility for the separated speech? It is known
that the amplitude of the time-frequency spectrogram is critical for

speech intelligibility. However, spatial filtering only considers the

direction of arrival. With intersection points of two speeches in the

spectrogram, it is highly possible that some portions in the desired

speech also be filtered out. Moreover, environmental non-harmonic

noises can also cause an error in spatial filtering. Therefore, we

design a conditional GAN (cGAN) to reconstruct the desired speech

with the coordination of the spatial filter spectrogram and that of

the raw recorded signal. The strategy is the generator in the GAN

model learns which portions to keep in the spectrogram and what

are the amplitudes in the kept portions, while the discriminator

further improves the reconstructed desired speech by analyzing if

it is a real or fake pair with the clean desired speech. Moreover, we

design a cepstral-based speech filter to remove any non-harmonic

and interference noises before applying cGAN.

This project is a work in progress toward a long-term research

commitment focused around enhancing voice communication on

smart devices. While there are scopes for improvements in signal

shaping and optimized deep learning model, this paper shows the

possibility of using predictable patterns in human voice for spa-

tial noise elimination and speech enhancement. At this stage of

development, VoiceFind makes the following contributions:

• We design a spatial filtering technique for human speech that

only requires two microphones, which can be applied on any

commodity laptops, smartphones, and smartwatches.

• We design a cGAN model to effectively extract only the de-

sired speech from the distorted recorded sound. Furthermore,

we apply a cepstral-based speech filter to remove non-speech

environmental noises.

• We implement the system and evaluate it in both simulated and

real-world environments.

2 CORE INTUITIONS AND PRIMERS
VoiceFind spatially filters human speeches with only two micro-

phones, leveraging the fact that human speech includes multiple

harmonic frequencies. In this section, we first introduce traditional

DoA estimation using an array, then we highlight the harmonic

structure of human speech.
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Figure 2: Direction of arrival estimation using a sensor array.

2.1 Direction of Arrival Estimation
When a sound wave travels through space and time, it accumulates

phase. Computing the phase difference between the waves received

at multiple sensors to estimate the Direction of Arrival of a wave is

a highly explored technique. Let’s say there are" sensors spaced

linearly with a distance 3 apart from each other. There is a sound

wavewith frequency 5 traveling at speed 2 received by these sensors

making an angle of \ with the normal to the microphone array.

Figure 2 shows the explained setup. It is evident from the Figure

2 that path length is different for each sensor. Path difference !

with respect to first element is !(<) = (< − 1)3B8=(\ ), where
< corresponds to the element number in an array ranges from

1 to M. Time delay due to this path difference is g (<) =
! (<)
2 =

(<−1)3B8= (\ )
2 . So, the phase differencek between the array elements

with respect to the first sensor turns out to be

k (<) = 4G? ( 92c 5 (< − 1)3B8=(\ )
2

)

This equation shows that the phase difference across sensors in

an array is a function of angle of arrival \ , frequency of received

signal 5 , and distance between elements in an array 3 . MUSIC

algorithm [20] is one of the most extensively used algorithms in

estimating the direction of arrival of the received signal using an

array of sensors. The direction is estimated by projecting the signal

onto its subspace. Let - be the transmitted signal, and . (<) be
the signal received by the<C� sensor. Using the phase difference,

we find . (<) = 4G? ( 92c 5 (< − 1)3B8=(\ )/2)- , where m ranges

from 1 to M corresponds to the element number in an array. This

relation treats the phase values as normalized with respect to the

first sensor. Defining a Mx1 steering vector �(\ ) in which <C�

elements is equal to 4G? ( 92c 5 (<−1)3B8=(\ )/2). Now we can write

the relation between the transmitted signal and received signal by

the sensory array in a compact matrix form as . = �(\ )- . By
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