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Planning o
- Prediction + search st AL . PDDL actions

- To reach a goal or accomplish Models action: action-identifier

a task What the actions 2RSS
do? effects: effect,, effect,, ..., effect_

Acting

- Performing tasks and actions
In the real world
- Adapt to context, react to events

- Dynamic, partially observable S , Models]:
environment ow to pertorm

Operational

- Wrong move can lead to failures the task e |
and dead ends actor’s execution
- Needs online help from planner platform? Problem: The two
models may not be
consistent

- Can't verify or
manage plans
- Acting suffers

Acting Algorithm: RAE

RAE = Refinement Acting Engine
loop:
for every new

Candidates <- {applicable method instances} Our Contributions:
choose m from Candidates

create a refinement S - Planner UPOI\,/I that
uses the actor’s
operational models

Possible
choices

add the to Agenda for planning
for each in Agenda - Learning strategies
wProgress( ) integrated with actor
Use UPOM to make an informed choice and planner
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Planning Procedure: UPOM Learning Strategies: Learnm and LearnH

Ideg: Execute the applicable refinement methods in a simulated 1 _ a ~ Context,
environment earnr. task, m

—
- Do several Monte Carlo rollouts To choose a UPOM
- Estimate the expected utility /@@ refinement Estimated Heuristic value

for every choice Rollout 3 method for a < 4
| Context, taskt lm

- Choose the method with meifiod gﬁéﬁg‘: x task
highest expected utility [ONN LearnH:

UPOM handles one rollout 2= Gﬁé X %\/&Q/ To estimate a

) heuristic for

- A UCT-like procedure 2 ) Tflf
- Balances exploration  |outgsme] [outsore \% UPOM
vs exploitation metliod] |-+ [method ac% - Gather training data from acting and planning
ol oo traces of RAE and UPOM

- Train classifiers (multi-layered perceptrons)

Utility: User-defined function
(e.g., cost, probability of success)

Experimental Evaluation Conclusions

Measured efficiency (reciprocal of cost) and success ratio in four simulated domains with different properties,

such as, dead ends, concurrent tasks, dynamic events, sensing actions, agent collaboration, dynamic events. - Using Same mOdel for both acting
f and planning is useful

- Key idea: Use operational models
for planning instead of descriptive
models

- Avoids inconsistency between
actor and planner
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