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Abstract

We present an Ω(log2
k) lower bound on the integrality

ratio of the flow-based relaxation for the Group Steiner

Tree problem, where k denotes the number of groups; this

holds even for input graphs that are Hierarchically Well-

Separated Trees, introduced by Bartal [Symp. Foundations

of Computer Science, pp. 184–193, 1996], in which case this

lower bound is tight. This relaxation appears to be the only

one that have been studied for the problem, as well as for its

generalization, the Directed Steiner Tree problem. For the

latter problem, our results imply an Ω( log2
n

(log log n)2
) integrality

ratio, where n is the number of vertices in the graph. For

both problems, this is the first known lower bound on the

integrality ratio that is superlogarithmic in the input size.

We also show algorithmically that the integrality ratio for

Group Steiner Tree is much better for certain families of

instances, which helps pinpoint the types of instances that

appear to be most difficult to approximate.

1 Introduction

Group Steiner Tree is a network design problem that
generalizes both Set Cover and the Steiner Tree prob-
lem. The Directed Steiner Tree problem is a further
generalization of Group Steiner Tree. The polynomial-
time approximability of these NP-hard problems is not
yet understood. In particular, there is an intriguing
gap between algorithms that achieve polylogarithmic
approximation ratio (in quasi-polynomial time for the
latter problem) and a logarithmic hardness of approxi-
mation that immediately follows from Set Cover. The
only known relaxation for these problems is a natural
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flow-based linear programming relaxation. We show a
polylogarithmic lower bound on the integrality ratio of
this relaxation; this is the first such lower bound that is
superlogarithmic in the input size. In fact, our bound
is nearly tight in the important special case of input
graphs which are tree networks. We also present im-
proved approximation algorithms for certain families of
instances of the Group Steiner Tree problem, shedding
light on the type of instances that appear to be most
difficult for the flow-based relaxation.

Our work unravels a major obstacle for achieving
a logarithmic approximation ratio for these problems.
We thus hope that it will lead to better approximation
algorithms (say by an appropriate strengthening of the
relaxation), or alternatively, to improved hardness re-
sults. We note that there is a (roughly) similar gap
in many other optimization problems; several of these
problems (e.g., bandwidth and cutwidth) have relax-
ations whose integrality ratio is at most polylogarith-
mic (see e.g. [DV01, BV02]), but no superlogarithmic
lower bound is known for the integrality ratios of these
relaxations.

(a). The Group Steiner Tree problem. The (undi-
rected) Group Steiner Tree problem is the following.
Given an undirected graph G = (V,E), a collection of
subsets (called groups) g1, g2, . . . , gk of V , and a weight
we ≥ 0 for each edge e ∈ E, the problem is to construct
a minimum-weight tree in G that spans at least one ver-
tex from each group gi. We can assume without loss of
generality that there is a distinguished vertex r ∈ V
(called the root) that must be included in the output
tree. The case where |gi| = 1 for all i is just the classi-
cal Steiner Tree problem; the case where G is a tree (or
even a star) can be used to model the set cover prob-
lem. A natural flow-based relaxation for this problem
is the following. Come up with a capacity xe ∈ [0, 1]
for each edge e ∈ E so that the capacities can support
one unit of flow from r to gi, separately for each gi (as
opposed to supporting a unit flow simultaneously for all
gi). Subject to this constraint, we want to minimize
∑

e wexe. It is easy to check that the feasible solutions
which satisfy xe ∈ {0, 1} for all e, exactly correspond
to feasible solutions for the Group Steiner Tree prob-



lem; hence, the above flow-based relaxation is indeed a
valid linear programming (LP) relaxation for the prob-
lem. This is the only known relaxation for this problem
(and for some of its generalizations), and is the main
subject of investigation in this paper.

We start with a useful definition from [Bar96].
(Item (ii) is slightly stronger than the original definition
from [Bar96], but can be assumed without loss of gen-
erality due to the analyses of [Bar96, Bar98, KRS01].)

Definition 1.1. Let c > 1. A c-Hierarchically Well-
Separated Tree (c-HST) is a rooted weighted tree such
that (i) all leaves are at the same distance from the root,
(ii) the edges in the same level are equal-weighted, and
(iii) the weight of an edge is exactly 1/c times the weight
of its parent edge.

We simply say “HST” when referring to a c-HST
for an arbitrary constant c > 1.

The first polylogarithmic approximation algorithm
for the Group Steiner Tree problem was achieved in
the elegant work of [GKR00]. A brief sketch of
their O(log n log logn logN log k)–approximation algo-
rithm, where n = |V | and N = maxi |gi|, is as follows.
First, the powerful results of [Bar98] are used to ap-
propriately reduce the problem to the case where G is
a tree T , with an O(log n log logn) factor loss in the
approximation ratio. T can be furthermore assumed
to be a c-HST for any desired constant c > 1. Next,
solve the flow-based LP relaxation on T and round the
fractional solution into an integral solution for T by ap-
plying a novel randomized rounding approach that is
developed in [GKR00]. It is established in [GKR00]
that for any tree T , this randomized rounding leads
to an O(logN log k)–approximation. Thus, for the in-
put graph G, we get an O(log n log logn logN log k)–
approximation. The work of [GKR00] has been ex-
tended and expanded in several ways: Their algorithm
was derandomized in [CCGG98, Sri01]; an alternative
(combinatorial) algorithm is devised in [CEK02]; the
loss incurred by the reduction to an HST is improved
to O(log n log log logn) in [BM03]. (We will discuss the
Directed Steiner Tree problem below, but just mention
for now that the same flow-based relaxation has been
shown to have an integrality ratio of Ω(

√
k) for this

problem [ZK02].)
Since the first appearance of a polylogarithmic

approximation for the Group Steiner Tree problem (in
the conference version of [GKR00] in 1998), there has
been much interest in whether the approximation ratio
can be improved. One concrete notable question in
this regard has been the following: Can we achieve
an approximation ratio better than O(logN log k) for
trees? This is interesting for at least two reasons. First,

since [GKR00] shows a reduction to the case of trees
as seen above, an improved approximation for trees (or
even for the case of c-HSTs for some constant c > 1)
would directly lead to an improved approximation for
general graphs. Further, even the case where G is a
star (which is a tree) captures the Set Cover problem for
which o(log k)–approximation is hard [Fei98], so there is
an intriguing gap even on trees.

Our main technical result is that for any constant
c > 1, the integrality ratio of the flow-based relaxation
for c-HSTs is Ω(log2 k). This bound is in fact tight,
since an O(log2 k) bound on the integrality ratio holds
for c-HSTs; this is an unpublished work, resulting
from our discussions with Anupam Gupta and R. Ravi.
Recall that the upper bound of [GKR00] for trees
in general is O(logN log k); our methods show an
Ω(logN log k/ log logN) lower bound on the integrality
ratio, even for a class of HSTs. Such log-squared lower
bounds had been conjectured by Uri Feige circa 1998.
Our integrality ratio lower bound is shown via a random
construction. The analysis is somewhat intricate, and
requires delving into lower-order terms. We also show
that the same lower bound holds also for trees where all
weights are the same (i.e., unit-weight trees). Finally,
we show randomized rounding algorithms for the flow-
based relaxation that lead to improved approximation
algorithms for certain special families of HSTs; this
sheds light on the type of instances that are most
difficult to approximate.

(b). The Directed Steiner Tree problem. This
is the directed version of the (undirected) Steiner
Tree problem. Given an edge-weighted directed graph
that specifies a root vertex r and k terminal nodes
v1, v2, . . . , vk, the goal is to construct a minimum-weight
out-branching tree rooted at r, which spans all the ter-
minals vi. This problem is easily seen to generalize the
undirected Group Steiner Tree problem, as well as to
be equivalent to the directed Group Steiner Tree prob-
lem. Aside of intrinsic interest, this problem is also of
current interest, e.g., in the context of multicasting in
the Internet (where inter-node distances are often not
symmetric). The polynomial-time approximation ratio
currently known for this problem is kε, for any constant
ε > 0 [CCC+99]; their algorithm extends to a polylog-
arithmic approximation ratio in quasi-polynomial run-
ning time. The flow-based relaxation here is similar:
install a capacity xe ∈ [0, 1] so that a unit of flow
can be shipped from r to vi, separately for any given
i. Intriguingly, it was recently shown in [ZK02] that
this relaxation has an integrality ratio of Ω(

√
k), pre-

cluding a polylog(k)–approximation algorithm based on
this relaxation. However, the examples constructed in

[ZK02] have k = Θ( log2 n
(log log n)2 ); hence, the result of



[ZK02] does not imply an ω(logn) integrality ratio.
Our lower-bound result above for the Group Steiner

Tree problem, implies an Ω( log2 n
(log log n)2 ) lower bound on

the integrality gap for the Directed Steiner Tree prob-
lem. (Note that the problem is not expected to have
a o(logn)–approximation algorithm, since it generalizes
Set Cover.)

In summary, this work develops improved/tight
lower bounds on the integrality ratio of the only known
relaxation for Group Steiner Tree and Directed Steiner
Tree; we also prove algorithmically that the integrality
ratio for Group Steiner Tree is much better for certain
families of instances, pinpointing the type of instances
that appear difficult for this relaxation. Our hope is
that this will spur new approaches/relaxations for the
problem, or alternatively help us determine the limits
to its polynomial-time approximability.

2 Lower bounds on the integrality ratio

In this section we start by proving a lower bound
of Ω(log2 k) on the integrality ratio of the flow-based
relaxation of the Group Steiner Tree problem even on

HSTs. In terms of n, the gap is Ω( log2 n
(log log n)2 ). We then

point out in Section 2.4 how this immediately leads to a

lower bound of Ω( log2 n
(log log n)2 ) on the integrality ratio for

the Directed Steiner Tree problem. We only show our
Group Steiner Tree lower bound for 2-HSTs; a simple
modification leads to the same lower bounds for c-HSTs,
for an arbitrary constant c > 1.

As in [GKR00], the flow-based relaxation for Group
Steiner Tree is as follows:

Minimize
∑

e∈E

wexe

0 ≤ xe ≤ 1, ∀e ∈ E

∑

e∈δ(S)

xe ≥ 1, ∀S ⊆ V s.t. r ∈ S and
S ∩ gj = ∅ for some gj

(2.1)

Let Tn be a 2-HST with n nodes and with a
collection G = {g1, g2, . . . , gk} of k groups assigned
randomly as follows. The value of k, as well as those of
two other parameters H and d, will be defined shortly.
The height (i.e., depth) of Tn is H , and every non-leaf
vertex has d children. The root of Tn is denoted r. As
usual, the level of a vertex is its depth; r is at level 0,
and there are H + 1 levels. An edge is said to be at
level i iff it connects a vertex at level i− 1 to a vertex
at level i. Each edge at level i has weight 1/2i; thus,
for instance, edges incident at r have weight 1/2. As
usual, each group gj is a subset of the leaves, described

as follows. We shall associate a subset A(`) ⊆ G of the
groups with each leaf `, and define each group gj to be
the set of leaves ` for which gj ∈ A(`). Thus, by reaching
a leaf ` by a path from r, we cover all groups in A(`).
To define A(`) for each leaf `, we now recursively and
randomly define a set A(v) for each node v in the tree,
as follows. Proceed independently for each group gj as
follows. We start by letting gj ∈ A(r) with probability
1. In general, if gj ∈ A(u) for some non-leaf node u,
then for each child v of u, we independently put gj in
A(v) with probability 1/2. Thus, this random process
goes top-down in the tree, independently for each group.
Note that the number of vertices in Tn is n ' dH , where
H is the height of the tree. We set H = 1

2 log k and thus

k = 22H ' n2/ log d. The expected size of every group is
dH/2H .

Parameters and Notation. We will set d =
c0 logn = Θ(log k log log k) for some absolute constant
c0 > 0; in particular, we take k = nΘ(1/ log log n).
Throughout, with high probability means with probabil-
ity that is at least, say, 1 − 1/n. All probabilities refer
to the randomness in constructing the instance Tn.

2.1 The fractional solution. Recall that d =
c0 logn. We start with a couple of propositions which
show that if the constant c0 is sufficiently large, then cer-
tain quantities related to our randomly chosen groups
stay close to their mean.

Proposition 2.1. Let c0 be a sufficiently large con-
stant. Then, with high probability, all groups have size
at least (d/2)H/3.

Proof. Fix j. We now show that if c0 is large enough,
then Pr

[

|gj | < (d/2)H/3
]

≤ 1/n2. We may then apply
the union bound over all j to conclude the proof.

Let δ = 1/4. Let X1 be the number of vertices u at
level 1 (i.e., children of r) such that gj ∈ A(u). Then
X1 has Binomial distribution X1 ∼ B(d, 1/2), so by a
Chernoff bound on the lower-tail (see e.g. [MR95]),

Pr

[

X1 ≤ (1 − δ)
d

2

]

≤ e−
1
2 δ2· d

2 .

Let X2 be the number of vertices u at level 2 such
that gj ∈ A(u). Then X2 has binomial distribution
X2 ∼ B(X1 ·d, 1/2). Suppose that X1 > (1−δ)IE[X1] =
(1 − δ)d

2 . Then, it is immediate that X2 stochastically

dominates a random variable X ′
2 ∼ B((1− δ)d

2 · d, 1/2),
i.e., Pr[X2 ≤ t] ≤ Pr[X ′

2 ≤ t] for all t. By applying the
Chernoff bound on X ′

2 we get

Pr

[

X ′
2 ≤ (1 − δ

2
)(1 − δ)(

d

2
)2
]

≤ e−
1
2 ( δ

2 )2·(1−δ)( d
2 )2



Continue similarly for i = 3, . . . , H , by defining Xi to be
the number of vertices u at level i such that gj ∈ A(u),
and by assuming that Xi > (1− δ

2i−1 ) · . . . · (1− δ
2 )(1−

δ)(d
2 )i. We get by the Chernoff bound that

Pr

[

X ′
i ≤ (1 − δ

2i−1
) · . . . · (1 − δ

2
)(1 − δ)(

d

2
)i

]

≤ e−
1
2 ( δ

2i−1 )2·(1− δ

2i−2 )·...·(1− δ
2 )(1−δ)( d

2 )i

.

For any 0 < δ′ ≤ 1
2 we have 1 − δ′ ≥ 1

1+2δ′
≥ e−2δ′

.

Thus, (1− δ
2i−1 ) · . . . · (1− δ

2 )(1− δ) ≥ e−
δ

2i−2 −...−δ−2δ ≥
e−4δ > 1

3 . It follows that the tail-bound obtained
by applying the Chernoff bound on X ′

i is at most

e−Ω((d/8)i). Applying the union bound on these H
events we get that with high probability none of them
happens (if the constant c0 is sufficiently large), and in
particular, XH ≥ (1− δ

2H−1 ) · . . . · (1− δ
2 )(1− δ)(d

2 )H ≥
1
3 (d

2 )H . This concludes the proof of Proposition 2.1. 2

The following proposition has a very similar proof;
the main difference is that we will now employ Chernoff
bounds on the upper-tail.

Proposition 2.2. Suppose that the constant c0 is large
enough. Then with high probability, the following holds
for every level i and every group gj : If a vertex u at
level i is such that gj ∈ A(u), then the number of leaves
` in the subtree rooted at u which satisfy gj ∈ A(`), is
at most 3(d/2)H−i.

Proof. Fix a pair (i, j) and a vertex u at level i s.t.
gj ∈ A(u). Let L(u) be the set of leaves of the
subtree rooted at u, and A(L(u)) =

⋃

v∈L(u)A(v).
We now show that if c0 is large enough, then
Pr
[

|gj

⋂

A(L(u))| > 3(d/2)H−i
]

≤ 1/n3. We then ap-
ply a union bound over all (i, j, u) to conclude the proof.

Let δ = 1/4 < ln 3
2 . Let X1 be the number of

vertices v at level 1 of the subtree rooted at u (i.e.,
children of u) such that gj ∈ A(v). Then X1 has
Binomial distribution X1 ∼ B(d, 1/2), so by a Chernoff
bound on the upper-tail (see e.g. [MR95]),

Pr

[

X1 ≥ (1 + δ)
d

2

]

≤ e−
δ2

3 · d
2 .

Let X2 be the number of vertices u at level 2 of the
subtree rooted at u such that gj ∈ A(u). Then X2 has
binomial distribution X2 ∼ B(X1 · d, 1/2). Suppose
that X1 < (1 + δ)IE[X1] = (1 + δ)d

2 . Then, it is
immediate that X2 is stochastically dominated by a
random variable X ′

2 ∼ B((1+δ)d
2 ·d, 1/2), i.e., Pr[X2 ≥

t] ≤ Pr[X ′
2 ≥ t] for all t. By applying the Chernoff

bound on X ′
2 we get

Pr

[

X ′
2 ≥ (1 +

δ

2
)(1 + δ)(

d

2
)2
]

≤ e−
1
3 ( δ

2 )2·(1+δ)( d
2 )2

Continue similarly for l = 3, . . . , H − i, by defining Xl

to be the number of vertices v at level l of the subtree
rooted at u such that gj ∈ A(v), and by assuming that
Xl < (1 + δ

2l−1 ) · . . . · (1 + δ
2 )(1 + δ)(d

2 )l. We get by the
Chernoff bound that

Pr

[

X ′
l ≥ (1 +

δ

2l−1
) · . . . · (1 +

δ

2
)(1 + δ)(

d

2
)l

]

≤ e−
1
3 ( δ

2l−1 )2·(1+ δ

2l−2 )·...·(1+ δ
2 )(1+δ)( d

2 )l

.

Thus, the tail-bound obtained by applying the Chernoff

bound on X ′
l is at most e−Ω((d/8)l). Applying the union

bound on these H − i ≤ H events we get that with
probability at least 1−1/n3 none of these events happen,
if the constant c0 is sufficiently large; in particular,
XH−i ≤ (1 + δ

2H−i−1 ) · . . . · (1 + δ
2 )(1 + δ)(d

2 )H−i ≤
3(d

2 )H−i. (This is because of the following. For any δ′

we have 1+δ′ ≤ eδ′

. Thus, (1+ δ
2l−1 )·. . .·(1+ δ

2 )(1+δ) ≤
e

δ

2l−1 +...+δ ≤ e2δ < 3.) This concludes the proof of
Proposition 2.2. 2

We now upper bound the value of LP (2.1) for the
tree Tn by exhibiting a feasible solution for it: let each
edge e at each level i have value x̂e = 9 · (2/d)i.

Lemma 2.1. With high probability, x̂ is a feasible solu-
tion to LP (2.1). Its value is 9H.

Proof. Observe that x̂ satisfies the constraints of LP
(2.1) if (see also [GKR00]), for every group gj , every
cut (S, S̄) separating r from all the vertices of gj has
capacity at least 1, where the capacity of each edge e
is x̂e. By the (single-source) max-flow min-cut theorem
(or, say, weak duality) it suffices to show that for every
group gj , a unit of flow can be shipped from the root r to
the vertices of gj while obeying the “capacity” x̂e of each
edge e. To this end, fix a group gj and define the flow f
as follows. For every vertex v in gj (i.e., for every leaf v
such that gj ∈ A(v)), ship 3 · (2/d)H units of flow along
the unique simple path from r to v. By Proposition 2.1,
the total flow shipped to gj is at least |gj |·3·(2/d)H ≥ 1.
Next, consider a node u at some level i, for which
gj ∈ A(u). By Proposition 2.2, the total flow shipped
through u is at most 3(d/2)H−i · 3(2/d)H = 9(2/d)i,
obeying the capacity of the edge between u and its
parent. We conclude that with high probability x̂ is
a feasible solution.

The value of the solution x̂ is
∑H

i=1 d
i · 1/2i ·

9(2/d)i = 9H since each level i contains di edges of
weight 1/2i. 2

2.2 The integral solution. We now show that with
high probability (over the random choice of the groups),
all integral solutions have value Ω(H2 log k). Whenever



we say that some T ′ is a subtree of Tn, we allow T ′ to
be an arbitrary connected subgraph of Tn. Since Tn is
rooted, any subtree T ′ of Tn is also thought of as rooted
in the obvious way: the node in T ′ of the smallest depth
is the root of T ′ (and is denoted root(T ′)). Also, when
we say that some T ′ is a subtree of Tn with root u, we
allow T ′ to be an arbitrary connected subgraph of Tn

with root u.
Let M(c) be the number of subtrees of Tn which

are rooted at r and have total weight at most c. Fix
gj ∈ G. For any given subtree T ′ of Tn, let p(T ′) be
the probability that no leaf of T ′ belongs to the group
gj , conditioned on the event that gj ∈ A(root(T ′)). We
now define a key value f(H, i, c) as follows. Choose
an arbitrary vertex u at level i. Then f(H, i, c) is the
minimum value of p(T ′), taken over all possible subtrees
T ′ that are rooted at u and have total weight at most
c. (If there is no such T ′, then f(H, i, c) = 1. Also, it is
easy to see by symmetry that f(H, i, c) does not depend
upon the choice of j or u.) Let Pc be the probability
that there exists an integral solution of weight c. We
wish to show that Pc = o(1) for c that is smaller than
a certain threshold of the order H2 log k. Using the
independence between the different groups and applying
a union bound over all possible subtrees rooted at r that
have total weight c, we obtain

Pc ≤M(c)(1 − f(H, 0, c))k.(2.2)

We now have to lower bound f and upper bound M .
We employ the following crude bound on M(c). Note
that it suffices to count only subtrees of Tn that are
minimal with respect to containment; each such tree is
defined by the leaves that it spans (since the groups gi

contain only leaves). Observing that Tn has dH leaves,
and a subtree of total weight at most c spans at most
c2H leaves (since each spanned leaf requires a distinct
edge at level H), we get that

M(c) ≤
(

dH

c2H

)

≤ dcH2H

.

Bounding f(H,h, c). We start with some preliminar-
ies. The main technical result is Lemma 2.2 below.

Proposition 2.3. Let l ≥ 2 and β > 0. Then the
minimum of

∑

S⊆{1,...,l}

∏

i∈S e
−βxi over all (x1, . . . , xl)

with a given
∑l

i=1 xi is attained when all xi are equal.

Proof. The minimum is clearly attained at some point
(x1, . . . , xl), so assume to the contrary that at this point
not all xi are equal, say without loss of generality that
x1 >

∑

i xi/l > x2. We will show that changing both
x1 and x2 to x1+x2

2 decreases the above sum while

maintaining
∑

i xi, which contradicts the assumption
that (x1, . . . , xl) is a minimum point. Actually, it
suffices to prove that

∑

S′⊆{1,2}

∏

i∈S′

e−βxi >
∑

S′⊆{1,2}

∏

i∈S′

e−β·
x1+x2

2 ,(2.3)

since multiplying (2.3) by
∏

i∈S′′ e−βxi and summing
over all S′′ ⊆ {3, . . . , l} shows that changing x1, x2

indeed decreases the above-mentioned sum. To prove
(2.3), observe that it simplifies to

e−βx1 + e−βx2 > 2e−β(x1+x2)/2

which follows from the arithmetic mean-geometric mean
inequality since x1 6= x2. This completes the proof of
Proposition 2.3. 2

Next, note (say, by Taylor’s Theorem) that there
exists a constant 0 < B0 ≤ 1

2 , such that for all B ≤ B0

e−B ≥ 1 −B +
B2

2
− B3

6
.(2.4)

Proposition 2.4. There exists a constant δ > 0 such
that for all B ≥ B0 we have 1+e−B

2 ≥ e−
B

2+δ .

Proof. We first make sure that the inequality holds at
B0. By the arithmetic mean-geometric mean inequality
1+e−B0

2 > e−B0/2 (since B0 > 0) so a sufficiently small

δ > 0 satisfies 1+e−B0

2 > e−B0/(2+δ). It now suffices
to make sure that for all B ≥ B0 the derivative of
the lefthand side is at least that of the righthand side,
i.e., that − 1

2e
−B ≥ − 1

2+δ e
−B/(2+δ). This holds for

any 0 < δ < B0 since 2+δ
2 = 1 + δ/2 ≤ 1 + B0/2 ≤

eB0/2 ≤ eB/2 ≤ eB−B/(2+δ), completing the proof of
Proposition 2.4. 2

Lemma 2.2. Let γ be a sufficiently large constant.

Then f(H,h, c) ≥ exp(− γc2h

(H−h)2 ) for all c > 0 and all

0 ≤ h ≤ H − 1.

Proof. The proof is by backward induction on h, i.e.,
we assume that the claim holds for h + 1 and prove it
for h, where h ≤ H − 2. (We will consider the base
case of the induction later on.) In order to bound f ,
we derive a recurrence relation for f(H,h, c). Recall the
definition of f(H,h, c): fix an arbitrary vertex u at level
h, and take the minimum value of p(T ′), over all possible
subtrees T ′ rooted at u such that the total weight of T ′

is at most c. We bound f(H,h, c) by considering all
possibilities of u having l = 1, 2, . . . , d children and all
possible partitions ~x(l) = (x1, x2, . . . , xl) of the weight c
to (the subtrees under) these l children; since the edge



from u to each of its children has weight 1
2h+1 , we get

that
∑l

i=1 xi = c− l
2h+1 . We then get that

f(H,h, c) ≥ min
1≤l≤d

min
~x(l)∈D

ψ1(~x
(l)),

where D = {~x(l) ≥ 0 :
∑l

i=1 xi = c− l
2h+1 } and

ψ1(~x
(l)) =

1

2l

∑

S⊆{1,...,l}

∏

i∈S

f(H,h+ 1, xi);

since once the l children of u are chosen, we only need
to consider the subset S in them that contain gj in their
A(·) set. (Each such set S occurs with probability 1/2l.)
Plugging the induction hypothesis in, we get that

f(H,h, c) ≥ min
1≤l≤d

min
~x(l)∈D

ψ2(~x
(l)),(2.5)

where

ψ2(~x
(l)) =

1

2l

∑

S⊆{1,...,l}

∏

i∈S

exp(− γxi2
h+1

(H − h− 1)2
).

For any l, we have by Proposition 2.3 that the
righthand side of (2.5) is minimized when all xi are equal
to c

l − 1
2h+1 . We thus get that

f(H,h, c)

≥ min
1≤l≤d

1

2l

∑

S⊆{1,...,l}

(

exp

(

−γ(
c
l − 1

2h+1 )2h+1

(H − h− 1)2

))|S|

= min
1≤l≤d

1

2l

l
∑

i=0

(

l

i

)

(

exp

(

−γ(
c
l − 1

2h+1 )2h+1

(H − h− 1)2

))i

= min
1≤l≤d









1 + exp

(

−γ( c
l −

1

2h+1 )2h+1

(H−h−1)2

)

2









l

.

Fix l arbitrarily such that 1 ≤ l ≤ d. Let B =
γ( c

l − 1
2h+1 )2h+1

(H − h− 1)2
and C =

γ c
l 2

h

(H − h)2
. To complete the

induction, we want to prove that
(

1+e−B

2

)l

≥ e−Cl, i.e.,

that
1 + e−B

2
≥ e−C .(2.6)

We have four cases.
Case 1: In this case we assume that C ≥ B

2 . By
the arithmetic mean-geometric mean inequality we have

that 1+e−B

2 ≥ e−B/2 ≥ e−C , which proves (2.6).

Case 2: In this case we assume that C ≤ B
2 and

B < B0. Then by (2.4) we have 1+e−B

2 ≥ 1− B
2 + B2

4 −

B3

12 . Since C ≥ 0, we have (by Taylor’s Theorem) that

e−C ≤ 1 − C + C2

2 . Thus, it suffices to prove that

1 − B

2
+
B2

4
− B3

12
≥ 1 − C +

C2

2
.

Since B < B0 ≤ 1
2 we have that B3

12 ≤ B2

24 , and then

since 2C ≤ B, we have that B2

4 − B3

12 ≥ 5B2

24 ≥ 5C2

6 . It
therefore suffices to prove that

C +
C2

3
≥ B

2
.

Note that

B

2
− C ≤ γ2h+1 c

l

(H − h− 1)2(H − h)
− γ

2(H − h− 1)2
.

Plugging in the values of B and C and simplifying
we get that it suffices to prove that

γ2h+1 c
l

(H − h− 1)2(H − h)
≤ γ

2(H − h− 1)2
+

γ2 c2

l2 22h

3(H − h)4
.

If
2h+2 c

l

H−h ≤ 1, then the desired inequality indeed holds

since
γ2h+1 c

l

(H−h−1)2(H−h) ≤ γ
2(H−h−1)2 . Otherwise, the

inequality holds for any γ ≥ 96, since then,

γ2 c2

l2 22h

3(H − h)4
=

γ

6
· 2h+2 c

l

H − h
· γ c

l 2
h−1

(H − h)3

≥ 16
γ c

l 2
h−1

(H − h)3

≥ γ2h+1 c
l

(H − h− 1)2(H − h)
.

Case 3: In this case we assume that B ≥ B0 and
B

2+δ ≤ C ≤ B
2 . Then we have from Proposition 2.4 that

1+e−B

2 ≥ e−
B

2+δ ≥ e−C , which proves (2.6).

Case 4: In this case we assume that C < B
2+δ .

Note that for h ≤ H − 2,

2 + δ ≤ B

C
= 2

c
l − 1

2h+1

c
l

· (H − h)2

(H − h− 1)2

≤ 2
(H − h)2

(H − h− 1)2

≤ 2 +
6

H − h− 1
.

Thus, h ≥ H − 1 − 6
δ . Since δ > 0 is a constant, this

is really the base case of the induction, which we shall
prove directly. Consider a subtree T ′ of weight at most
c that is rooted at a vertex u at level h. Since u has at
most c2h+1 children in T ′, each not having the group



gj in its A(·) set independently with probability 1/2,

with probability at least 2−c2h+1

the subtree T ′ does

not cover gj . Thus, f(H,h, c) ≥ e−c2h+1

. Choosing a
constant γ ≥ 2(1+ 6

δ )2, we get that γ ≥ 2(H −h)2, and
thus

f(H,h, c) ≥ e−c2h+1 ≥ exp(− c2h · γ
(H − h)2

).

This concludes the proof of Lemma 2.2. 2

Bounding the weight of an integral solution.
We have from Lemma 2.2 that f(H, 0, c) ≥ e−γ c

H2 .
Plugging into (2.2) we get that

Pc ≤ M(c) · exp{−k · f(H, 0, c)}
≤ exp{cH2H log d− ke−γ c

H2 }.

Now, suppose that c ≤ 1
4γH

2 ln k. Then cH2H =

O(2HH3 log k). Recalling that H = 1
2 log k, we have

Pc ≤ exp{Õ(
√
k) − Θ(k3/4)} = o(1).

We conclude that with high probability no subtree
of weight at most 1

4γH
2 log k covers all the groups,

and thus an optimal integral solution has value at
least Ω(H2 log k). Since LP (2.1) has a fractional
feasible solution of value 9H , the integrality ratio is
Ω(log2 k). Note that in terms of N, k, the integrality
gap is Ω(log k logN/ log logN) and in terms of n it is

Ω( log2 n
(log log n)2 ).

2.3 Integrality ratio for unit-weight trees. The
above analysis gives a lower bound on the integrality gap
for HSTs. A consequent interesting question is whether
the LP is tighter for unit-weight trees. We show here
that a slight modification of the trees described above
gives the same integrality ratio for unit-weight trees.
The basic idea is very simple. Recall that in our random
construction, edges at level i had weight 1/2i; replacing
each such edge by a path of 2H−i unit-weight edges does
not really change our integrality ratio argument. We
now formally prove this.

Consider first the 2-HST Tn defined above. The
fractional solution for Tn is at most 9H , and the integral
solution is at least Ω(H2 log k), where H = log k

2 . We
construct from Tn a unit weight tree T

′
n in the following

way. Replace each edge at level i in Tn by a path of
2H−i unit weight edges. In the resulting tree T

′
n, all the

groups are still in the leaves, and they are actually in
the same leaves they were in Tn. For each edge e in
T
′
n, we say that e is in original level i if e is on a path

originating from an edge at level i in Tn.

The fractional solution is the following. For every
edge e ∈ T

′
n in original level i, we set x̂e = 9( 2

d )i.
It is easy to see that this is indeed a feasible solution
since every flow from the root to a group in T

′
n which

satisfies the capacity constraints, corresponds to a flow
in Tn under the capacity constraints where xe = 9( 2

d )i

for a level i edge e. This is true, since whenever a
flow enters a path, it can push the flow down the path
without violating any constraints, since on the path all
the capacities are the same. It is also easy to check that
the value of the fractional solution is 9H2H .

We now lower bound any integral solution in T
′
n.

Consider an optimal integral solution OPT’ for T
′
n.

Consider a path e1, . . . , et in T
′
n that originates at an

edge e ∈ Tn. Clearly, either OPT’ contains all the edges
of the path or it contains none of them. For each edge
e ∈ Tn, let Xe be an indicator to the event that the
path corresponding to e (in T

′
n) is in OPT’. Thus, if e is

of original level i, the contribution of its corresponding
path to OPT’ is 2H−iXe. Consider the integral solution
to Tn formed by taking all edges e with Xe = 1.
The value of this solution is INT =

∑

e∈E weXe ≥
Ω(H2 log k). Note that the contribution to INT of
an edge e at original level i is Xewe = Xe

2i . Thus,
OPT ′ = 2HINT = Ω(2HH2 log k), and the integrality
ratio is still Ω(H log k) = Ω(log2 k).

2.4 Integrality ratio for Directed Steiner Tree.
The above results immediately lead to a lower bound

of Ω( log2 n
(log log n)2 ) on the integrality ratio for the Directed

Steiner Tree problem. Let I be an instance as described

above with Ω( log2 n
(log log n)2 ) integrality ratio for Group

Steiner Tree, and construct a Directed Steiner Tree
instance as follows. Orient all the edges of I away from
the root r. Then, introduce new nodes v1, v2, . . . , vk,
and for each j and each u ∈ gj , introduce a zero-weight
arc from u to vj . This defines a Directed Steiner Tree
instance I ′ which is essentially the same as I : fractional
and integral solutions for the problems map bijectively,
with identical total weights. Observe that the number
of vertices in the resulting graph is n+k ≤ 2n, and thus

the lower bound of Ω( log2 n
(log log n)2 ) on the integrality ratio

for I holds also for I ′.

3 Improved approximations for certain families
of trees

What are the Group Steiner Tree instances (in particu-
lar, trees) which are difficult to approximate better than
within ratio O(log k logN)? We partially answer this
question by presenting a significantly better approxima-
tion ratio for a certain family of trees, which differs from
the trees constructed in Section 2 in a crucial way. Fix a



Group Steiner Tree instance on an arbitrary tree T , and
an (optimal) solution to its flow-based relaxation. De-
fine z∗i to be the total contribution of the edges at level
i (of T ) to the objective function of the relaxation. We
show that the relationship between the different z∗i plays
a crucial role in the strength/weakness of the LP: If for
some constant α > 1 we have z∗i+1 ≥ αz∗i for all i, then
we can achieve an O(log k · log log(kN))–approximation.

This approximation ratio may suggest that in-
stances with z∗i ' z∗i+1 for all/most i are among
the worst cases for the relaxation. Indeed, the in-
stances Tn and T

′
n constructed in Section 2 have the

same z∗i values for all i. This approximation ratio of
O(log k ·log log(kN)) also elucidates a disparity between
the integrality ratio of a relaxation and the performance
of a rounding procedure for the relaxation. It is rela-
tively straightforward to show that the rounding pro-
cedure of [GKR00] produces integral solutions that are
within factor Ω(log k logN) of the relaxation not only
on Tn and T

′
n but also on their “simpler” variants with

all edges having unit weight. However, these instances
satisfy z∗i+1 = 2z∗i and thus do not yield the desired

Ω(log2 k) integrality ratio.
The following lemma proves the improved approx-

imation ratio for the case where the z∗i values increase
(at least) by a factor of 2. The argument easily extends
to any constant factor greater than 1. We sometimes
refer to a valid (integral) Group Steiner tree simply as
a cover.

Lemma 3.1. If z∗i+1 ≥ 2z∗i for all i then we can find a
cover of size O(z∗ · log k · log log(kN)), where z∗ denotes
the optimal LP value.

Proof. Note that z∗ =
∑

i z
∗
i ≤ 2z∗H . It is straightfor-

ward to assume that all groups contain only leaves of
T , by adding zero weight edges. Let Li be the set of
edges at level i. Let h = 2 log logN . Let U = {e : e ∈
Li for i ≤ H − h}, and L = {e : e ∈ Li for i > H − h}.
We first construct a new tree T ′ in the following way.
For every e ∈ U , let ye be xe rounded upwards to
the nearest power of 2, increasing the LP value by
a factor of at most 2. Let t be the smallest value
such that ye ≥ 1/2t for every edge e in LH−h and
t > c1 log log(kN) for a sufficiently large absolute con-
stant. Let e ∈ LH−h be such that ye > 1/2t. Let Te

be the subtree of e. Duplicate Te (including the edge
e) and let T ′

e be the copy of Te. Let both Te and T ′
e be

rooted at the same vertex where Te was rooted, adding
the new edges to U ,L and Li. For every edge in Te and
T ′

e (including the edge e and its copy) we halve its y
value. We continue this procedure until all e ∈ LH−h

have the same y value, i.e., ye = 1/2t. Let T ′ be the
resulting tree.

The fractional solution in T extends to T ′ (with
the same LP value), and, furthermore, any cover of T ′

can be translated to a cover of T : Given a solution for
T ′, let Se ⊂ Te and S′

e ⊂ T ′
e be its restriction to the

copies of Te, and then in T we take Se ∪ S′
e ⊂ Te be

the solution. Clearly, the solution in T is less expensive
than the solution in T ′, and thus it suffices to find an
integral solution in T ′.

We now find a small cover in T ′ as follows. For
every e ∈ U , assign x̂e = min{1, ye · log k log2N}, and
use one iteration of the rounding scheme presented in
[GKR00] to solve the problem in U . The expected total
weight of this solution is z∗(U) log k log2N ≤ z∗ log k,

where z∗(U) =
∑H−h

i=1 z∗i is the total contribution to z∗

of the edges in U . Consider a group g. Let e1, . . . , em be
the leaves of (the subtree induced on) U that “lead” to g
(i.e., g contains at least one of their descendants in T ′).

Note that if c1 is large enough then x̂ei = log k log2 N
2t

for all 1 ≤ i ≤ m. Let f1, . . . , fm be the flows to g
on the edges e1, . . . , em under the original LP values
xe. Clearly,

∑

i fi ≥ 1. Partition the m flows, letting
Ai = {j : 1

2t+i < fj ≤ 1
2t+i−1 }. Let B(g) = {i :

|Ai| ≥ 2t−2} consist of “big” sets Ai. It is easy to
see that the total flow in the remaining sets Ai is at

most 1
2 , and thus

∑

i∈B(g)
|Ai|
2i+t ≥ 1

2 . Let Vi be the set

of vertices of Ai chosen by the [GKR00] procedure. For
every i ∈ B(g) we have that The expectation of |Vi|
is µi =

∑

e∈Ai
x̂e = |Ai| log k log2 N

2t ≥ log k log2 N
4 . By

Janson’s inequality,

Pr(|Vi| ≤ µi/2) ≤ e
−Ω(

µi
2+∆i/µi

)
,

where ∆i =
∑

e∼e′ Pr[e and e′ are chosen]; here, the
sum is over pairs of distinct edges e and e′ whose events
of being chosen are not independent. By the proof in
[GKR00], and by the fact that |Ai| ≥ 2t−2, it is easy to
see that µi

2+∆i/µi
≥ Ω(log k logN), and thus,

Pr(|Vi| ≤ µi/2) ≤ e−Ω(log k log N).

For any group, one can bound the number of sets Ai

by a fixed polynomial in kN , even in T ′ (i.e., after the
duplication of edges at level H − h and below). We
thus get by the union bound that with high probability,
for every group g and every i ∈ B(g), |Vi| = Ω(µi) =
Ω(
∑

e∈Ai
x̂e). Thus, the total flow that can be shipped

into g using only the leaves of U chosen by the [GKR00]
procedure is at least

∑

i∈B(g)

|Vi|
2i+t

= Ω





∑

i∈B(g)

|Ai| log k log2N

2i+2t





= Ω





log k log2N

2t

∑

i∈B(g)

|Ai|
2i+t







= Ω

(

log k log2N

2t

)

.

For every e ∈ L ∪ LH−h, set x̂e = 2t

log k log2 N
xe.

Now apply the rounding algorithm of [GKR00] to L with
the values x̂e, starting from every chosen vertex of U .
Clearly, {x̂e} satisfies the LP constraints since the flow
to every group is Ω(1) (due to the above equality and the
fact that 1

2t · log k log2N ≤ 1). It is proven in [GKR00],
that after O(h log k) iterations of the rounding scheme,
with high probability all the groups are covered. We
now claim that the expected size of each such iteration
is at most z∗. Consider an edge e, and let e′ be its
lowest ancestor in U . The probability that e will be
chosen is the probability that e′ will be chosen times the
probability of choosing e given that e′ is chosen. The
probability that e′ will be chosen in the first part of the

algorithm is Θ(x̂e′) = Θ( log k log2 N
2t ). The probability of

choosing e given that e′ is chosen is x̂e = 2t

log k log2 N
xe.

Thus, x̂e′ x̂e = xe. The claim now follows by the
linearity of expectation.

Therefore, the expected cost of this solution is
O(z∗ max{h log k, log k · log log(kN)}) = O(z∗ log k ·
log log(kN)). 2

4 Discussion

Our results improve the current understanding of the in-
tegrality ratio of the flow-based relaxation for the Group
Steiner Tree problem, but some very intriguing gaps
still remain. Although for HSTs our Ω(log2 k) lower
bound is tight, for general trees there is a slight slackness
between our Ω(log k logN/ log logN) lower bound and
the O(log k logN) upper bound of [GKR00]. Interest-
ingly, an O(log2(kN)/ log log(kN))–approximation by a
quasi-polynomial time algorithm is devised in [CEK02];
their algorithm is combinatorial (i.e., not LP-based).
Does their algorithm hint that the known upper bound
on the integrality ratio in trees is not tight? Or maybe
it hints that there is a separation between polynomial
and quasi-polynomial (approximation) algorithms?

A possible step towards closing this gap (in the
integrality ratio on trees) is to analyze the following
instance suggested by Uri Feige circa 1998: Take a
complete tree of arity 4 (i.e., every non-leaf vertex has
4 children) and height log2 k; now generate k groups,
each containing k leaves, by an independent randomized
branching process that starts from the root and picks
two out of four children until the leaves are reached.

For general graphs, there is an even bigger slack-
ness, as the known upper bound is Õ(logn log k logN)
[GKR00] and the lower bound is just the lower bound for
trees described above. It is worth noting that a signifi-
cantly better upper bound can be achieved in (general)

graphs of small diameter. In particular, an O(log k) up-
per bound for expander graphs is shown in [BM03]; this
bound is tight since expanders contain a large star met-
ric. We therefore set forth the following question, which
was formulated together with Yair Bartal: What is the
integrality ratio for the Group Steiner Tree problem on
a (say two-dimensional) grid?

The shortest-path metric of a grid contains, up
to constant distortion, an HST which is a complete
regular tree (see e.g. [BBM01]). This tree is similar
to our tree Tn (and to Feige’s tree described above),
but differs in parameters like arity and weight; thus,
one may suspect that the integrality ratio in grids is
at least as large as in HSTs. In comparison, the best
upper bound that we are aware of for two-dimensional
grids is O(log n log k logN), by employing the [GKR00]
approach with a specialized reduction of the grid to HST
(using e.g. [KRS01]).
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