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Figure 1: Different levels of Subsurface Scattering (increasing from left to right) on the model of a horse

(14,521 vertices)

Abstract

We propose a simple lighting model to incorporate subsur-
face scattering effects within the local illumination frame-
work. Subsurface scattering is relatively local due to its
exponential falloff and has little effect on the appearance
of neighboring objects. These observations have motivated
us to approximate the BSSRDF model and to model sub-
surface scattering effects by using only local illumination.
Our model is able to capture the most important features
of subsurface scattering: reflection and transmission due to
multiple scattering.
In our approach we build the neighborhood information

as a preprocess and modify the traditional local illumina-
tion model into a run-time two-stage process. In the first
stage we compute the reflection and transmission of light on
the surface. The second stage involves bleeding the scat-
tering effects from a vertex’s neighborhood to produce the
final result. We then show how to merge the run-time two-
stage process into a run-time single-stage process using pre-
computed integral. The complexity of our run-time algo-
rithm is O(N), where N is the number of vertices. Using
this approach, we achieve interactive frame rates with about
one to two orders of magnitude speedup compared with the
state-of-the-art methods.

CR Categories: I.3.3 [Computer Graphics]: Pic-
ture/Image Generation—Viewing algorithms; I.3.6 [Com-
puter Graphics]: Methodology and Techniques—Graphics
data structures and data types; I.3.7 [Computer Graphics]:
Three-Dimensional Graphics and Realism—Color, shading,
shadowing, and texture.

Additional Keywords: Reflection models, subsurface
scattering, local illumination, BSSRDF.

1 Introduction

Photo-realistic image synthesis remains one of the primary
goals of graphics. To achieve this, it is necessary to model
the interaction of light with objects in a physically correct
manner. Several illumination models have been developed
for image synthesis. Most of them model the bidirectional
reflectance distribution function (BRDF). A good BRDF
model, either derived or measured, can give highly realis-
tic visual effects. However, the basic assumption of BRDF
models, that light enters and exits the object surface at the
same point, is sometimes not valid. For example, when sub-
surface scattering is involved the light enters the object at
one point and exits at another. Thus, the BRDF models are
just approximations of the more general bidirectional sur-
face scattering reflectance distribution function (BSSRDF).
BRDF models are inadequate to simulate the appearance of
materials with high subsurface scattering.
Hanrahan and Krueger [1993] have modelled the sub-

surface scattering in layered surfaces in terms of one-
dimensional linear transport theory, and derived analytical
expressions for single scattering events. They incorporated
their results into a BRDF model. The model is fast but
also has the shortcoming of the BRDF assumption. More
recently, Dorsey et al. [1999] simulated the subsurface trans-
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fer by solving the radiative transfer equation using photon
maps. Koenderink and van Doorn [2001] proposed to model
the light scattering in translucent objects as a diffusion pro-
cess. Stam [2001] used a discrete-ordinate solution of the ra-
diative transfer equation to model the multiple anisotropic
scattering for the human skin layer bounded by two rough
surfaces. Another contribution of [Stam 2001] is the deriva-
tion of a bidirectional transmittance distribution function
(BTDF) to complement the BRDF models. Pharr and Han-
rahan [2000] have taken a different approach. Instead of
simulating the energy transport, they have focused on the
scattering behavior and solve a non-linear integral scatter-
ing equation using Monte Carlo evaluation. Also Jensen
et al. [1999] have used path tracing to simulate subsurface
scattering in wet materials. These approaches are able to
simulate all the effects of subsurface scattering and generate
impressive images, but are slow.

Jensen et al. [2001] have suggested a simple and more
efficient approach to simulate scattering media. They ap-
proximate the BSSRDF with an exact solution for single
scattering and a dipole point source diffusion approxima-
tion for multiple scattering. Their algorithm is impressively
fast. For example, for one scene they reduced the rendering
time from 1250 minutes using full Monte Carlo simulation
to 5 minutes with nearly indistinguishable visual difference.
This makes the practical simulation of the subsurface scat-
tering phenomena feasible. Later, by ignoring the single
scattering events, and including only the multiple scatter-
ing diffusion approximation for the modelling of translucent
material, Jensen and Buhler [2002] achieve up to 7 seconds
per frame for a complicated lighting environment. Lensch et
al. [2002] have used a preprocessing step to compute the im-
pulse response for each surface point under subsurface scat-
tering. They store it in two ways depending on whether it is
a local or global effect. The local effect is modelled as a filter
kernel and stored in a texture map and global response is
stored as vertex-to-vertex throughput factors. During run-
time the local and global responses are combined to form the
final image, and they achieve speeds similar to [Jensen and
Buhler 2002]. In this paper, we take the next step to enable
the subsurface scattering effects for interactive rendering.

We note that subsurface scattering, although a global ef-
fect, is largely a local one due to its exponential falloff, which
limits the volume it can affect. Therefore even though the
light does not necessarily exit an object at the same point it
enters, as required by the BRDF model, it will for all practi-
cal purposes exits within a short distance of its entry point.
Thus, light that enters at one point can only affect the in-
tensity at nearby surface points due to subsurface scattering
and will have little effect on the appearance of distant re-
gions on the same object or other objects in the same scene.
This observation makes it likely that one should be able to
simulate the subsurface scattering effects by making modifi-
cations to the existing local illumination models and thereby
progress towards the goal of interactively rendering subsur-
face scattering effects. This paper describes our efforts to
achieve that goal.

We approximate the BSSRDF for subsurface scattering
based on both, the underlying physics processes and the vi-
sual appearance. As Jensen and Buhler [2002] have shown
the visual appearance for translucent materials can be al-
most entirely simulated by only considering multiple scat-
tering. Therefore in this paper we shall focus only on the
multiple scattering events. The model we propose here is an
empirical one in the sense that it is not completely based on
microscopic physics unlike most approaches described above
that are. Our model is rather a macroscopic appearance-
driven one. It captures most of the important features
of subsurface scattering: multiple scattering reflection and
transmission. It can generate visually appealing images, and

more importantly, is very fast due to its local illumination
characteristics and the preprocessed local neighborhood in-
formation. The main contributions of this paper are:

1. We show that it is possible to incorporate subsur-
face scattering effects into a local illumination model, which
makes it easy and efficient to simulate the phenomena in
many applications that use local illumination models and
cannot afford the global ray-tracing approach.

2. We provide, with reasons, methods to approximate
the main features of subsurface scattering, i.e., reflection
and transmission due to multiple scattering, for generating
realistic visual effects.

3. We modify the local illumination process into a run-
time two-stage process: a traditional local lighting stage and
a scatter-bleeding stage. We then show how to merge the
run-time two-stage process into a run-time single-stage one
by using pre-computed integral. We improve the complex-
ity of the run-time algorithm from O(N2) to O(N). This
allows us to achieve interactive frame rates for simulating
the subsurface scattering effects.

2 Previous and Related Work

Illumination models for image synthesis can be empirically
based or physically based. The Phong illumination model
is an example of an empirically-based model [Phong 1975].
Physically-based models are derived from the principles of
light-object interaction, using either geometrical optics or
wave optics.
Cook-Torrance [1981] model is an example of the

physically-based models using geometrical optics. It can
compute the directional distribution of light, as well as the
color shift with different angles of incidence and different
kinds of materials. Other geometrical-optics-based models
include microfacet-based approaches [Ashikhmin et al. 2000;
Blinn 1977]. Inverse rendering methods can produce high-
quality illumination models from images [Cabral et al. 1987;
Debevec et al. 2000; Ramamoorthi and Hanrahan 2001; Sato
et al. 1997; Yu et al. 1999]. Significant efforts have been de-
voted to determining the BRDF of an object. Some of the
methods to directly measure the BRDF include [Green-
berg et al. 1997; Marschner et al. 1999; Ward 1992]. The
wave-optics-based models are usually less intuitive, but have
the advantage of being able to model several phenomena,
such as interference and diffraction, that cannot be directly
modelled using geometrical optics. Kajiya [1985] has used
scalar-form Kirchhoff approximation to compute the BRDF
of surfaces with anisotropy. He et al. [1991] have presented a
general local reflection model based on vector-formed Kirch-
hoff wave diffraction theory and have given an analytical for-
mula to compute the BRDF for surfaces with roughness, in-
cluding the polarization and directional Fresnel effects. Ba-
har and Chakrabarti [1987] have computed the differential
scattering cross-section of a wave from rough metallic sur-
faces using electromagnetic theory. Stam [1999] and Sun et
al. [2000] have extended the He-Torrance model [1991] to
handle anisotropic reflections and demonstrated the diffrac-
tion effects for a compact disk. All these models for comput-
ing BRDF assume that light enters and exits on the same
surface point. In most cases this assumption is valid and
the resulting BRDF models provide convincing visual ap-
pearance.
Although most visual effects can be simulated using

BRDF models, some, such as subsurface scattering effects,
are hard. In such cases, normally we have to go back to the
more general BSSRDF model. As we mentioned in the pre-
vious section, researchers [Dorsey et al. 1999; Hanrahan and
Krueger 1993; Jensen et al. 1999; Jensen et al. 2001; Jensen
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and Buhler 2002; Koenderink and van Doorn 2001; Lensch
et al. 2002; Pharr and Hanrahan 2000; Stam 2001] have done
an impressive job of modelling this phenomena. In this pa-
per, we attempt to build a simple, approximate model based
on previous methods and accommodate it into a local illu-
mination model to make the effects more widely accessible
for different applications, especially those that cannot afford
the global ray tracing or Monte Carlo approaches.

3 Our Simplified Subsurface Scattering
Model

As mentioned earlier, subsurface scattering for highly-
scattering materials cannot be modelled with BRDF models,
and the more general BSSRDF model is needed. The BSS-
RDF model relates the illumination of a surface point with
the light distribution at other points. As stated in [Jensen
et al. 2001]:

dLo(xo,
−→ωo) = S(xi,

−→ωi;xo,
−→ωo)dΦi(xi,

−→ωi)

where Lo(xo,
−→ωo) is the outgoing radiance at point xo in

direction −→ωo, Φi(xi,
−→ωi) is the incident flux at point xi in

direction −→ωi, and S(xi,
−→ωi;xo,

−→ωo) is the BSSRDF.
The total outgoing radiance is computed by an integral

over all the incoming directions and the area A [Jensen et al.
2001]:

Lo(xo,
−→ωo) =

∫
A

∫
2π

S(xi,
−→ωi;xo,

−→ωo)Li(xi,
−→ωi)(

−→ni·−→ωi)dωidA(xi)

where −→ni is the normal at xi. The effect of BSSRDF for
subsurface scattering can be seen in Figure 2.

Figure 2: Scattering of light in BSSRDF models
(based on [Jensen et al.,2001])

3.1 Locality of Subsurface Scattering Effects

The main rationale behind a possible combination of local il-
lumination model with subsurface scattering effects is based
on the key observation that the effects are well localized.
Subsurface scattering, although a global illumination prop-
erty in the sense that the illumination on a surface point
is affected by the illumination on other surface points, is
largely a local effect. This means two things. First, subsur-
face scattering within one object will have little effect on the
appearance of another object; the influence between differ-
ent objects can be well described by the reflectance values on
their surfaces only. Therefore unlike the situation addressed
by radiosity methods where every patch has an effect on
every other patch in the scene, subsurface scattering only
has effect within an object. Second, even within the same
object, subsurface scattering due to light entering from one
surface point will have little effect on another surface point
on the same object if the distance between the two points is
large. This property is due to the exponential falloff of light
intensity due to absorption and scattering.

Based on the above observations, we conclude that in or-
der to model the appearance of a surface point due to sub-
surface scattering to a first approximation, we only need to
know its local neighborhood and associated material prop-
erties.

3.2 Approximate Volume Scattering Effects

The complete BSSRDF model S is a sum of single scattering
S(1) and multiple scattering Sd terms [Jensen et al. 2001]:

S(xi,
−→ωi;xo,

−→ωo) = S(1)(xi,
−→ωi;xo,

−→ωo) + Sd(xi,
−→ωi;xo,

−→ωo)

Jensen and Buhler [2002] have shown that for highly-
scattering translucent materials, multiple scattering alone
can sufficiently simulate the visual appearance. We follow
their results and focus here on modelling the multiple scat-
tering effects.
Jensen et al. [2001] have shown that the dipole method is a

good approximation for volumetric effects due to subsurface
multiple scattering. The diffusion term of the BSSRDF for
subsurface multiple scattering can be well approximated by
the following formula [Jensen et al. 2001]:

Sd(xi,
−→ωi;xo,

−→ωo) =
1

π
Ft(η,−→ωi)Rd(‖xi − xo‖)Ft(η,−→ωo)

where Ft is the Fresnel transmission term and Rd is the
single dipole approximation for multiple scattering [Jensen
et al. 2001; Jensen and Buhler 2002]:

Rd(r) = −D
(−→n · −→�φ(xs))

dΦi

=
α

′

4π
[zr(σtr +

1

dr
)
e−σtrdr

d2
r

+ zv(σtr +
1

dv
)
e−σtrdv

d2
v

]

where D is the diffusion constant, φ is the radiant fluence,
Φi is the incident flux, α′ is the reduced albedo, σtr is the ef-
fective transport coefficient, zr and zv are the distance from
the dipole lights to the surface, dr is the distance from x to
the real source, and dv is the distance from x to the virtual
source. From this equation, we see that if the scattering
property of the material is homogeneous, i.e., the scattering
cross-sections are constant, then the formula relates the re-
flectance at one surface point to the incident flux at other
surface points. Since the subsurface scattering has a limited
effective range, we can obtain the reflectance of a surface
point due to multiple scattering by integrating flux incident
at points within a certain distance.
We note that the dipole factor, Rd(r), only depends on

the distance between the two points and decays exponen-
tially with the distance. This allows us to compute the mul-
tiple scattering contribution from the neighborhood of each

r

Zv

Zr

Figure 3: Dipole Approximation of Multiple Scat-
tering (based on [Jensen et al.,2001])
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vertex during the pre-processing stage. The neighborhood
of a vertex xo, N(xo), is defined to include all vertices xi

of that object that lie within the effective scattering range
from xo. Every such neighboring vertex xi is then considered
to represent a small surface area whose size can be approxi-
mately defined. We then assign the integral of Rd(‖xi − xo‖)
over this small surface area as the contribution to the mul-
tiple scattering at xo due to xi and append this informa-
tion to xo’s list of multiple scattering contributors. Then
at rendering time, once we have the Ft(η,−→ωi) and Ft(η,−→ωo)
from the local illumination computation, the contribution of
point xi to xo due to subsurface scattering is just the mul-
tiplication of Ft(η,−→ωi) with Ft(η,−→ωo) and the pre-computed
Rd(‖xi − xo‖) factor of xi from xo’s neighborhood list.

3.3 Run-Time Two-Pass Local Illumination Model

Traditionally, we compute the outgoing radiance from a sur-
face point according to the lighting direction, the surface
normal, and the viewing direction. We accommodate sub-
surface scattering effects into the local illumination model
by extending the model into a run-time two-pass one. The
first pass generates the reflection and transmission radiance
at each surface point as if there is no subsurface scattering,
using the Fresnel terms for reflection or transmission.
After we compute the illumination at all surface points, we

come to the second pass, i.e., the bleeding pass. During this
pass, we combine the surface reflection with the subsurface
scattering to get the total radiance at the exterior surface
points according to the multiple scattering factors given in
Section 3.2, using each point’s weighted contributions from
its neighbors. This bleeding pass adds the subsurface reflec-
tion and transmission effects on the surface.
We note that Jensen and Buhler [2002] have also used a

two-pass process to model the multiple scattering of translu-
cent materials. The two approaches, though similar, are still
quite different. First, our run-time two-pass scheme is flex-
ible, and can be simplified to a run-time single-pass using
local illumination model to improve the efficiency, which we
describe in the next section. Second, our pre-computed in-
tegrals are built at the preprocessing stage, so bleeding the
neighboring effects due to scattering in the second pass is
quite efficient, instead of traversing the hierarchical N-body
data structure for each frame as in [Jensen and Buhler 2002].
These differences, when combined with the acceleration tech-
niques we will describe in the following section, enable our
approach to achieve interactive frame rates for simulating
subsurface scattering effects. However, as we stated earlier,
our model is an appearance-driven one using local illumina-
tion, so its accuracy sometimes can not exactly match the
one proposed in [Jensen and Buhler 2002].

4 Improving Efficiency

As mentioned in previous sections, we build the neighbor-
hood information during a preprocessing phase. At run-
time, after computing the light flux of reflection and trans-
mission at each vertex, we use the computed neighborhood
information to do the bleeding. This approach has O(N2)
complexity, where N is the number of surface points, as-
suming the size of the object and the scattering properties
remain constant. This is due to the fact that the num-
ber of vertices at which we have to perform the bleeding
step is N and the neighborhood size is proportional to the
surface point density, which in turn is proportional to the
number of surface points. Instead of building a hierarchi-
cal O(NlogN) data structure to solve the inherent O(N2)
complexity problem as done in [Jensen and Buhler 2002], we
propose a quantized light source scheme to merge the two

stages of our lighting process into a single stage and further
improve the efficiency of our algorithm. We thus reduce the
complexity of our run-time algorithm to O(N) with quite
small constant factors.

4.1 Quantized Light Sources

As we have mentioned earlier, due to the roughness of real
surfaces, each surface point in the neighborhood of another
surface point represents a small area on the surface. There-
fore, we can make further simplifications to reduce the com-
plexity of the algorithm.
If the light source is directional, then the subsurface scat-

tering contribution to the appearance of a surface point can
be preprocessed as the following:

Lo(xo,−→ωo)

=

∫
A

S(xi,
−→ωi; xo,−→ωo)Li(xi,

−→ωi)(
−→ni · −→ωi)dA

≈
∫

A

Sd(xi,
−→ωi; xo,−→ωo)Li(xi,

−→ωi)(
−→ni · −→ωi)dA

=

∫
A

Ft(η,−→ωi)[
1

π
Rd(‖xi − xo‖)]Ft(η,−→ωo) · Li(xi,

−→ωi)(
−→ni · −→ωi)dA

= {
∫

A

Ft(η,−→ωi)(
1

π
Rd)Li(xi,

−→ωi)
−→nidA} · −→ωi · Ft(η,−→ωo)

≡ −→
Q(η, xo,−→ωi) · −→ωi · Ft(η,−→ωo)

This means we can pre-compute the integral
−→
Q(η, xo,−→ωi)

for the scattering factor during the preprocessing stage, and
at run time perform the dot-product and multiplication op-
erations.
Due to the discrete nature of the input mesh geometry,

the integral above can be expressed as a summation over all
the vertices by the following expression:

−→
Q(η, xo,−→ωi) =

∑
xi∈N(xo)

Ft(η,−→ωi)(
1

π
Rd)Li(xi,

−→ωi)
−→ni∆A(xi)

where the summation is over all the neighboring vertices.
∆A(xi) is the area represented by vertex xi, which is a con-
stant if the vertices are distributed uniformly as in [Jensen
and Buhler 2002]. For non-uniformly distributed vertices,
we can either resample the geometry, or use one third of
the total area of the triangles sharing the vertex as ∆A

at the vertex. So we actually pre-compute the summation−→
Q(η, xo,−→ωi) for each vertex. Note, if a vertex at xi in the
neighborhood of xo is in shadow, then it will not contribute
to

−→
Q(η, xo,−→ωi), because xi receives no direct irradiance from

the light source. The summation will not be affected by the
presence of shadow on xo, though. We use a technique sim-
ilar to shadow map to determine if a vertex is in shadow.
We first generate a depth image of the scene as seen by the
light source. Then for each vertex, we transform it into light
space and compare its depth value against the value on the
depth image. If the depth value of the vertex is bigger, the
vertex is in the shadow.
To cover all the possible light source directions, we pre-

compute a set of uniformly distributed directional light
sources. For each light source j within the set, we com-
pute the neighborhood integral

−→
Qj at each vertex during

the preprocessing stage. At run time, we approximate the
scattering integral

−→
Q using quaternion-based vector inter-

polation [Pletinckx 1989] of the integrals of its four closest−→
Qj ’s in the set. We compute the dot-product of the interpo-
lated scattering integral

−→
Q with the real light source direc-

tion. This interpolation is similar to the normal interpola-
tion scheme used in Phong shading, though the quaternion
interpolation gives a more accurate result and avoids a vector
re-normalization step. Another possibility is to interpolate
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(a) No scattering (b) Scattering using
−→
Q (c) Scattering using q (d) Difference of (b) and (c)

Figure 4. Subsurface scattering using
−→
Q and q on the horse model (14,521 vertices)

the computed dot-products, which is similar to the inter-
polation used in the Gouraud shading algorithm. Thus we
can reduce the memory usage by just storing a scalar dot-
product value q(η, xo,−→ωi) instead of a vector

−→
Q(η, xo,−→ωi):

Lo(xo,−→ωo)

=




∑
xi∈N(xo)

Ft(η, −→ωi)(
1

π
Rd)Li(xi, −→ωi)(

−→ni · −→ωi)∆A(xi)


 · Ft(η, −→ωo)

≡ q(η, xo, −→ωi) · Ft(η, −→ωo)

Our experiments show that a set of about 200 light sources
can give robust and continuous appearance of subsurface
scattering effect. We have also observed that for our models,
the visual difference between using −→

Q and q is insignificant.
This can be attributed to the diffuse nature of the subsurface
scattering. Hence we are currently using the pre-computed
scalar dot-products. Figure 4(b) shows the image generated
using −→

Q on the horse model, and Figure 4(c) shows the image
generated using q on the same model. The difference image
is shown in Figure 4(d). The image space root-mean-square
error between Figure 4(b) and 4(c) is 5.26 × 10−3.
During the rendering of the scene at run-time, we combine

the scattering effects with the direct on-surface-reflected
light to give the final appearance of each vertex. As an exam-
ple, for a light source in direction −→ωi, the scattering amount
for vertex xo along viewing direction −→ωo will be Ft(η, −→ωo) mul-
tiplied with the pre-computed factor q(η, xo, −→ωi), and scaled
by this light source’s actual intensity. While for the direct
on-surface-reflected light, we can simply use a local illumi-
nation model.
The light flux at a vertex on the surface due to direct re-

flection and subsurface scattering can now be computed at
the same time under a local illumination model. Thus with
the pre-computed integral, the run-time two-pass algorithm
we suggested before now becomes a run-time single-pass al-
gorithm. Furthermore, this pre-computed integral scheme
also indicates that the computation of the scattering effect
on a vertex only depends on the size of the light set we have
selected, which is a constant, and not related to the surface
point density. So the complexity of the algorithm becomes
O(N), instead of O(N2), where N is the number of vertices,
which is proportional to the surface point density for a given
geometric shape. The original O(N2) complexity is because
we have to compute the scattering for all the N vertices, and
for each vertex, the neighbors that need to be considered is
also proportional to N. The run-time computational com-
plexity of our algorithm stays O(N) even if the subsurface
scattering property increases and results in a larger effective
range with more neighborhood surface points that have to
be considered for each vertex. This can happen when either
the translucency of the material increases or the physical
size of the object decreases. This is because all of these can
be pre-computed.

This directional quantization scheme can also be extended
to include point light sources. We can add one more dimen-
sion to the interpolation, i.e., we quantize the distance of
the light source to the object along with the quantization
of its direction. Then we can quadralinearly interpolate 16
nearest neighbors to get an O(N) complexity algorithm for
directional and point light sources.
Here we limit ourselves for local illumination, so we ig-

nore the multiple on-surface inter-reflections between ver-
tices during the computation of the pre-computed integral
of q(η, xo, −→ωi). If we use ray-tracing in the preprocessing stage,
we can incorporate it in our algorithm and get more accurate
q(η, xo, −→ωi).

5 Results and Discussion

We demonstrate our simplified subsurface scattering model
by showing the visual effects we can generate on polygonal
datasets. The results are summarized in Table 1 and in Fig-
ures 1, 5− 7, and 9. The results presented here have been
obtained from our implementation running on a 2GHz Pen-
tium 4 PC running Windows 2000 with a nVIDIA Geforce3
graphics card.
Table 1 shows the timing for generating the images in Fig-

ures 1, 5− 7, and 9. We compute the BSSRDF for all the
sample vertices as in Table 1. The color of the vertex, both
subsurface scattered and non-scattered, is computed on the
CPU for a fair comparison. As one can see, the images are
generated by our scattering model within a few tenths of
a second, which is about one to two orders of magnitude
faster than the previous fastest method [Jensen and Buh-
ler 2002]. Our algorithm has an effective O(N) complexity,
where N is the number of vertices. From this table, one can
see that our algorithm is only about 30% slower compared
with local illumination without subsurface scattering. This

(a) Without Scattering (b) With Scattering
(17.2 fps) (12.7 fps)

Figure 5: Santa without and with subsurface scat-
tering (75,781 vertices, 1024× 1024 pixels)
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Model No. of No. of Frame rate(fps)
Name Vertices Triangles with without

scattering scattering
Horse 14,521 29,054 69.3 98.2
Venus 42,656 90,044 23.4 33.9
Santa 75,781 151,558 12.7 17.2
Teapot 150,510 292,168 7.5 10.6
Dragon 437,645 871,414 2.4 3.4
Buddha 543,652 1,087,716 1.9 2.8

Table 1: Total rendering times for our approach

Figure 6: Utah teapot without scattering (10.6 fps,
150,510 vertices, 1024× 624 pixels)

small overhead will give most applications the opportunity
to include the subsurface scattering effects for more photo-
realistic rendering without sacrificing the interactive frame
rates.
To validate our algorithm, we have run our algorithm on

the Utah teapot and compared the result with the one gen-
erated by Jensen and Buhler [2002](Figure 8) under similar
viewing and lighting conditions. Figure 6 is the teapot with-
out subsurface scattering, Figure 7 is the one with the sub-
surface scattering using our algorithm. Our approach gives
similar effects while improving the speed from 7 seconds per
frame as reported in [Jensen and Buhler 2002] to 7.5 frames
per second, which results in a factor of more than 50 speedup.
Figures 6, 7, and 8 each has 150K sample points. The com-
putation of the pre-computed integral q(η, xo, −→ωi) for all the
vertices with 200 light sources takes about 40 minutes for
the teapot model.
A video sequence of the subsurface scattered teapot by

our algorithm is included in the accompanying video. There
the translucency can be observed clearly from the neighbor-
hood bleeding and soft shadow effects on the appearance.
Most of the shadows thus produced are very soft due to the
subsurface scattering, though in a few places, one will ob-
serve sharp shadows. Sharp shadows occur when a specular
highlight overlaps with the shadow region. This is because
specular reflection is by definition a superficial effect, so the
light taking part in it does not scatter inside the material.
For the Venus model we used the Perlin noise func-

tion [Ebert et al. 1998; Perlin 1985] to generate the mar-
ble texture. Here we have made the assumption the marble
texture is on the surface, and will affect both xi and xo. Fig-
ures 1 and 9 show how the object will appear if either its
size shrinks or its material property changes to allow greater
subsurface scattering.
We should also mention that for a set of 200 lights, we

need to store 200 integrals per vertex. Instead of storing a
floating-point value per integral, we store a normalized un-
signed byte value to serve as an index to a lookup table.
Thus we need 200 bytes of extra storage per vertex. Vertices

Figure 7: Utah teapot with scattering by our algo-
rithm (7.5 fps, 150,510 vertices, 1024 × 624 pixels)

Figure 8: Image from paper [Jensen and Buhler
2002] (7 seconds/frame)

normally need three numbers each for position, normal di-
rection, diffuse color, specular color, and the final blended
color. If we assume floating-point numbers to store these
values, we will need 60 bytes. So the extra storage needed
for the pre-computed integral will be less than four times of
the storage for regular vertex structure. The number can be
reduced though. Due to the diffuse-like nature of the subsur-
face scattering effects, we expect that the spherical harmonic
functions as used by [Ramamoorthi and Hanrahan 2001; Ra-
mamoorthi and Hanrahan 2002; Sloan et al. 2002] can be
applied effectively to compress the directional integrals. If a
total of 25 spherical basis functions are needed, and each is
represented by a normalized short coefficient, then the extra
storage needed per vertex will be 50 bytes, comparable to
the size of a regular vertex. We plan to explore this issue in
the future.

6 Conclusions

In this paper we show that the subsurface scattering can
be simulated efficiently within the local illumination frame-
work. The algorithm delivers about one to two orders of
magnitude speedup over the previous approaches simulat-
ing the subsurface scattering effect. The results capture
the most important effects of subsurface scattering, such
as neighborhood bleeding and smooth transitions between
regions separated by sharp edges. Our method has an effi-
cient O(N) run-time complexity and provides a possible ap-
proximation of subsurface scattering for applications which
need to maintain interactivity without sacrificing the realis-
tic appearance for translucent materials. Our approach, by
a little modification, can also be incorporated into shadow
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(a) Without Scattering (b) With scattering (c) With scattering (d) With scattering
(33.9 fps) (23.4 fps) (23.4 fps) (23.4 fps)

(10% vertices in N(xo)) (20% vertices in N(xo)) (30% vertices in N(xo))

Figure 9: Rendering the Venus model with subsurface scattering increasing from left to right (42,656 vertices,
480× 1280 pixels)

algorithms to generate soft shadow effects.
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