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Abstract
We investigate program verification, a fundamental and challenging task in quantum programming, based on quantum Hoare logic and quantum invariants. Ying et al. (POPL’17) have developed a framework based on semidefinite programs (SDPs) for computing quantum invariants for partial correctness, which is however expensive to use due to its exponential scaling in terms of the number of qubits. In this paper, we develop two approaches that can effectively reuse the information generated from quantum invariants so as to avoid repetitive costs in solving exponentially large SDPs. Our first contribution is the formulation of the master Hoare triple that encodes the complete information of quantum programs inspired by the Choi-Jamiołkowski isomorphism. We demonstrate how to obtain the master Hoare triple by a single use of SDP, and once it is generated, how to obtain any other Hoare triple from the master one by a simple logic rule, and how master Hoare triples of sub-programs can be reused to simplify the computation of quantum invariants of the main program. Our second contribution is the introduction of approximate quantum invariants and a framework to reuse invariants of any given quantum program to efficiently analyze its nearby (e.g., noisy, erroneous) programs without using SDPs. Finally, we demonstrate the use of our techniques on realistic quantum programs, such as quantum Hamiltonian simulation and Repeat-Until-Success, with a huge numerical advantage over the previous SDP approach.
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1 Introduction
Program analysis and verification is a central topic in programming languages. It is an important and challenging task especially for quantum programming, because standard approaches to software assurance are likely to break down in the quantum setting. For example, unit testing is infeasible due to both the indeterminacy of quantum algorithms and the substantial expense involved in executing or simulating them. The rapid development of quantum computing, in particular, the introduction of several quantum programming languages and platforms such as Quipper [16], Scaffold [3], QWIRE [29] Microsoft’s Q# [34], IBM’s Qiskit [4], Google’s Cirq [1], Rigetti’s Forest [2], and so on, has also imposed practical need of verification of quantum programs.

Indeed, quantum program verification has been a central topic ever since the seminal work on semantics and language design [15, 26, 30, 31, 33]. There have been many attempts of developing Hoare-like logic [18] for verification of quantum programs [5, 8, 9, 12, 21, 41, 44]. In particular, D’Hondt and Panangaden [11] proposed the notion of quantum weakest precondition, and Ying [41] established quantum Hoare logic for reasoning about partial and total correctness of quantum programs for a quantum extension of the while-language. Based these developments, an semidefinite program (SDP) algorithm for quantum invariant generation and termination analysis of quantum programs were developed in [44] and [23] respectively. For detailed surveys, see [14, 32, 42, 43].

The profound influence of classical Hoare logic in the practice of software development [17] has inspired quantum researchers to build a rich tool-box of quantum Hoare logic, e.g., [35, 36, 45], for various quantum applications.

A strong motivation of this paper is to contribute to the tool-box of quantum Hoare logic. Specifically, we focus on the SDP framework proposed by Ying et al. [44] for quantum invariant generation and partial correctness, which has a major drawback because of the exponential scaling of SDP size in terms of the number of involved qubits. Although this complexity is consistent with the one of classical simulation of quantum systems, it becomes very costly in the practical verification of quantum programs with SDPs.

We ask the question whether such expensive use of SDPs can be mitigated in practical scenarios of verification of quantum programs. For example, we would hope to avoid repeating the entire SDP-based derivation of Hoare triples if we only want to change the post-condition of any already studied program. Or, if we have already analyzed certain quantum programs, we would hope these analyses would simplify the analysis if we reuse these programs as subroutines.

Another common scenario is to leverage existing program analysis to study the behavior of its “nearby” programs. For example, the nearby programs could be a noisy/erroneous variant of the existing one. Or, they could come from the real-vs-ideal framework in algorithm analysis, where the analysis of a real program is conducted by studying a nearby easy-to-analyze ideal program and bounding their differences.

Unfortunately, the original SDP framework by Ying et al. [44] cannot leverage these scenarios to mitigate the cost.
One still needs to solve an exponentially large SDP for every required Hoare triple.

**Contributions.** We provide an affirmative answer to our question by developing techniques that efficiently reuse analysis generated by SDPs. We will restrict our discussion to more relevant terminating programs. We also include preliminaries on quantum information (Section 2), quantum while programs (Section 3), and quantum invariants (Section 4).

In the first scenario, we introduce ancilla variables and Hoare triples on the extended space of both original and ancilla variables. Note that these ancilla variables are for analysis purpose only and won’t appear in program execution, which distinguishes us from some existing work on ghost variables [13, 22]. Inspired by the Choi-Jamiolkowski isomorphism between quantum operations and states (e.g., [38]), we identify the master Hoare triples, to encode the entire information of any quantum program. We show such master Hoare triple can be computed by SDPs in a similar way to [44]. Once it is generated, one can derive the weakest precondition for any post-condition by using a newly developed Hoare logic rule, called the Collapsio rule, on the master Hoare triple. It can also reduce the size of SDPs for the main program when used as subroutines. (Section 5.)

We introduce approximate quantum invariants to address the second scenario. Note that approximation was also introduced to quantum Hoare logic by Zhou et al. [45] to improve its usability by hand. However, it comes at the cost of sacrificing its expressive power (predicate being projection) and numerical infeasibility. Our notion poses a weaker requirement to keep its expressive power and allows its solution by SDPs at the same time. We also develop two approaches that convert quantum invariants of one program to approximate quantum invariants of a nearby one for any quantum program with \((a,n)\)-bounded loops [19]. (Section 6.)

Finally, we demonstrate our techniques numerically on important and realistic quantum programs, such as quantum Hamiltonian simulation [24] and Repeat-Until-Success [7, 27, 40], in the aforementioned two scenarios. In particular, we make a comparison between our new approaches and the original SDP framework from [44] and observe a huge save in the actual running time. (Section 7.)

**Related work.** Ancilla variables have been introduced in the analysis of Hoare logic either classically (e.g., [13, 22]) or quantumly (e.g., [35]). The specific uses of ancilla variables in both cases are quite different ours. The classical examples [13, 22] actively update ancillas to simplify program reasoning or detect common program errors. The quantum example [35] introduced the ghost variables to express the behavior of quantum program, especially whether its variables share classical or quantum correlations, which is very useful information in cryptographic settings.

## 2 Preliminaries on quantum information

This section presents basic background on quantum information. Here, we focus on the notations majorly discussed in this paper, and a more self-contained introduction is included in Appendix A. A notation table is included in Appendix C.

### 2.1 Quantum states

For any finite integer \(n\), an \(n\)-dimensional Hilbert space \(\mathcal{H}\) is essentially the space \(\mathbb{C}^n\) of complex vectors. We use Dirac’s notation, \(|\psi\rangle\), to denote a complex vector in \(\mathbb{C}^n\).

Linear operators between \(n\)-dimensional Hilbert spaces are represented by \(n \times n\) matrices. The Hermitian conjugate of operator \(A\) is denoted by \(A^\dagger\). Operator \(A\) is positive semidefinite if for all vectors \(|\psi\rangle \in \mathcal{H}\), \((|\psi\rangle |A|\psi\rangle) \geq 0\) This gives rise to the Löwner order \(\sqsubseteq\) among operators: \(A \sqsubseteq B\) if \(B - A\) is positive semidefinite.

A density operator \(\rho\) is a positive semidefinite operator \(\rho = \sum_p |p\rangle \langle p|\) where \(\sum_p |p\rangle \langle p| = 1\). A special case \(\rho = |\psi\rangle \langle \psi|\) is conventionally denoted as \(|\psi\rangle\). A positive semidefinite operator \(\rho\) on \(\mathcal{H}\) is said to be a partial density operator if \(\text{tr}(\rho) \leq 1\). The set of partial density operators is denoted by \(\mathcal{D}(\mathcal{H})\).

### 2.2 Evolution of a quantum system

The evolution of a quantum system can be characterized by a completely-positive and trace-non-increasing linear map \(\mathcal{E}\) from \(\mathcal{D}(\mathcal{H})\) to \(\mathcal{D}(\mathcal{H'})\) for Hilbert spaces \(\mathcal{H}, \mathcal{H'}\).

For every superoperator \(\mathcal{E} : \mathcal{D}(\mathcal{H}) \to \mathcal{D}(\mathcal{H'})\), there exists a set of Kraus operators \(\{E_k\}_k\) such that \(\mathcal{E}(\rho) = \sum_k E_k \rho E_k^\dagger\) for any input \(\rho \in \mathcal{D}(\mathcal{H})\). The Schrödinger-Heisenberg dual of a superoperator \(\mathcal{E} = \sum_k E_k \circ E_k^\dagger\), denoted by \(\mathcal{E}^* = \sum_k E_k^\dagger \circ E_k\), is another superoperator such that for every state \(\rho \in \mathcal{D}(\mathcal{H})\) and any operator \(A\), \(\text{tr}(\mathcal{A}(\rho)) = \text{tr}(\mathcal{E}^*(A)\rho)\).

A quantum measurement on a system over Hilbert space \(\mathcal{H}\) can be described by a set of linear operators \(\{M_m\}_m\) where \(\sum_m M_m^\dagger M_m = I_{\mathcal{H}}\). The outcome \(m\) when measuring \(\rho\) is observed with probability \(p_m = \text{tr}(M_m \rho M_m^\dagger)\) for each \(m\). A major difference between classical and quantum computation is that a quantum state collapses after measurement. The collapse with result \(m\) is captured by an superoperator \(\mathcal{E}_m = \frac{1}{p_m} M_m \circ M_m^\dagger\).

## 3 Quantum programs

Our work builds on top of the quantum while-language developed by Ying [41, 42]. Here we review the syntax of this language, and present several typical programs. A more detailed introduction to the syntax and the semantics is provided in Appendix B.
3.1 Syntax
The syntax of a quantum while program, also called a program, $P$, is defined as follows.

$$
P ::= \text{skip} \mid q := |0\rangle \mid \overline{q} := U|q\rangle \mid P_1;P_2 \mid \\
\text{case } M[q] = m \rightarrow P_m \text{ end} \mid \\
\text{while } M[\overline{q}] = 1 \text{ do } P \text{, done.}
$$

(3.1.1)

This syntax is analogous to the classical while language, but substituting their quantum operations for their counterparts. The denotational semantics of a quantum while program $P$ is a superoperator, denoted by $\|P\|$.

3.2 Examples
We introduce several basic programs written in quantum while language here.

**Example 3.1** (Teleportation). Quantum teleportation is a protocol that can send one qubit from the sender to the receiver only using classical communication and shared entanglement. More specifically, Alice communicates a state $|\psi\rangle$ from register $a$ to Bob on register $b$.

$$
\text{qt}[a] \equiv b := |0\rangle; \ c := |0\rangle; \ c := H[c]; \ c, b := \text{CNOT}[c, b]; \\
a, c := \text{CNOT}[a, c]; \ a := H[a]; \\
\text{case } M[a, c] = 00 \rightarrow \text{skip}; \ 01 \rightarrow b = X[b]; \\
10 \rightarrow b = Z[b]; \ 11 \rightarrow b = X[b], b := Z[b]; \\
\text{end.}
$$

(3.2.1)

**Example 3.2** (Repeat-Until-Success (RUS) circuit decomposition). The RUS circuit decomposition technique proposed in Bocharov et al. [7], Paetznick and Svore [27], Wiebe and Roetteler [40] is an alternative approach to implement a unitary with lower $T$ gate complexity by invoking ancillas. The RUS process for implementing a unitary $U$ on $n$ qubits state $|\psi\rangle$ can be outlined as follows.

1. Prepare an $m$-qubit ancilla register $|0^m\rangle$.
2. Apply a specially designed unitary $W$ on $|0^m\rangle|\psi\rangle$.
3. Measure the ancilla; if the outcome is 0, then we are done; otherwise we apply a recovery process (including applying $W^\dagger$ and a reflection $R := (2M_0 - I) \otimes I$ about $M_0$) and go back to step (2) again.

The algorithm can be described with the following program:

$$
r\text{us}[q] \equiv \rho := |0^m\rangle; \ p, q := W[p, q]; \\
\text{while } M[p] \neq |0^m\rangle \text{ do} \\
\quad p, q := W[p, q]; \ p, q := R[p, q]; \ p, q := W[p, q] \\
\text{done}
$$

provided that for every state $|\psi\rangle$,

$$
W|0^m\rangle_p |\psi\rangle_q = \sqrt{\rho} |\psi\rangle_p q + \sqrt{1 - \rho} |\psi\rangle_p q
$$

(3.2.2)

where $|\psi\rangle_p q := |0^m\rangle_p U|\psi\rangle_q$ and $|\psi\rangle_p q$ is some unwanted state orthogonal to $|\psi\rangle$.

3.3 Quantum Predicates and Hoare Logic
A quantum predicate is a Hermitian operator $M$ with $0 \leq M \leq I$ [11]. For any predicate $M$ and a state $\rho$, $\text{tr}(M\rho)$ is the expectation of the truth value of predicate $M$ in state $\rho$.

Quantum predicates can be used to express pre- and post-conditions of quantum programs and hence to reason about the semantics of quantum programs in quantum Hoare logic [41, 42]. Specifically, we define

**Definition 3.1** (Partial and Total Correctness [41, 42]).

1. The Hoare triple $\{A\}S\langle B\rangle$ is true in the sense of total correctness, written $\vdash_{\text{tot}} \{A\}S\langle B\rangle$, if for all $\rho \in \mathcal{D}(\mathcal{H}_S)$,

$$
\text{tr}(Ap) \leq \text{tr}(B\|S\langle \rho \rangle\|).
$$

(3.3.1)

2. The Hoare triple $\{A\}S\langle B\rangle$ is true in the sense of partial correctness, written $\vdash_{\text{par}} \{A\}S\langle B\rangle$, if for all $\rho \in \mathcal{D}(\mathcal{H}_S)$,

$$
\text{tr}(Ap) \leq \text{tr}(B\|S\langle \rho \rangle\|) + \text{tr}(\rho - \text{tr}(\|S\langle \rho \rangle\|)).
$$

(3.3.2)

This total correctness inequality (3.3.1) can be seen as the quantum version of the following statement: if state $\rho$ satisfies predicate $A$ of degree $d = \text{tr}(Ap)$, then after applying the program $S$ the resulting state satisfies predicate $B$ of degree at least $d$. The partial correctness inequality (3.3.2) also takes the possibility of divergence $\text{tr}(\rho - \text{tr}(\|S\langle \rho \rangle\|))$ into consideration. We are concerned with the partial correctness throughout the paper and all of our example programs terminates almost surely. In this case, partial correctness implies total correctness.

**Definition 3.2** (Weakest (Liberal) Preconditions [41]). For quantum program $S$ and predicate $Q$, the weakest precondition of $Q$ with respect to $S$, denoted by $\wp.S.Q$, satisfies the following properties.

1. It is true that $\vdash_{\text{tot}} \{\wp.S.Q\}S\langle Q\rangle$.
2. For every quantum predicate $R$ satisfying $\vdash_{\text{tot}} \{R\}S\langle Q\rangle$, it holds that $R \subseteq \wp.S.Q$.

Similarly, for quantum program $S$ and predicate $Q$, the weakest liberal precondition of $Q$ with respect to $S$, denoted by $\wp.lw.S.Q$, satisfies the following properties.

1. It is true that $\vdash_{\text{par}} \{\wp.lw.S.Q\}S\langle Q\rangle$.
2. For every quantum predicate $R$ satisfying $\vdash_{\text{par}} \{R\}S\langle Q\rangle$, it holds that $R \subseteq \wp.lw.S.Q$.

**Proposition 3.3** (Ying [42]). For any program $S$ and predicate $P$, we have the following corresponding between the weakest (liberal) precondition and the denotational semantics $\|S\|$: 

- (Weakest precondition) $\wp.S.P = \|S\|\langle P \rangle$;
- (Weakest liberal precondition) $\wp.lw.S.P = \|S\|\langle P \rangle + I - \|S\|\langle I \rangle$.

4 Invariants of quantum programs
We introduce the notion of superoperator-valued transition system as a framework to model the control flow of quantum
programs. Building on top of that, we will introduce the additive invariant and additively inductive assertion map from Ying et al. [44] and show how to generate the additive invariant using semidefinite programs (SDPs).

4.1 Superoperator-Valued transition systems (SVTS) and Control Flow Graphs

We adopt the definition of superoperator-valued transition systems from [44] with slight notation changes to better serve our use.

Definition 4.1 (Ying et al. [44]). A superoperator-valued transition system (SVTS) is a 5-tuple $S = \langle \mathcal{H}, \mathcal{L}, \mathcal{T}, l_{\text{in}}, l_{\text{out}} \rangle$ where

1. $\mathcal{H}$ is the state space, i.e., a Hilbert space.
2. $\mathcal{L}$ is a finite set of locations.
3. $l_{\text{in}}, l_{\text{out}} \in \mathcal{L}$ are the initial and terminal locations.
4. $\mathcal{T}$ is the set of transitions: each transition $\tau \in \mathcal{T}$ is a 3-tuple $\tau = (l, l', E)$, also denoted by $\tau = l \xrightarrow{E} l'$, where $l, l' \in \mathcal{L}$, and $E$ is a superoperator on $\mathcal{H}$. It is required that for each location $l \in \mathcal{L}$,
   \[ \sum \{|E : l \xrightarrow{E} l' \in \mathcal{T}|\} \equiv 1. \]  
(4.1.1)

The symbol in (4.1.1) stands for a multi-set.

As the construction of an SVTS for a quantum program is not the focus of this paper, we omit the formal rules and refer the readers to [44]. For example, the SVTS of quantum programs is given in Figure 1. The figures should be self-explanatory given their simple structure.

A path (in SVTS $S_P$) $\pi = l_1 \xrightarrow{E_1} l_2 \xrightarrow{E_2} \ldots \xrightarrow{E_{n-1}} l_n$ is a sequence of vertices such that each pair of adjacent vertices are connected with a transition. We always assume that for each location $l \in \mathcal{L}$, the transition relation is countably branching, i.e., for each pair of locations $l, l'$, the number of paths from $l$ to $l'$ is finite or countably infinite. A set $\Pi$ of paths in SVTS is said to be prime if for each $\pi \in \Pi$, its proper initial segments $l_1 \xrightarrow{E_1} \ldots \xrightarrow{E_{k-1}} l_k \notin \Pi$ for all $k < n$. For any path $\pi$ in the transition graph, we write $l_1 \xrightarrow{\pi} l_n$ and denote by $E_\pi$ the composition of the super-operators along the path, i.e. $E_\pi = E_{n-1} \circ \ldots \circ E_2 \circ E_1$.

4.2 Additive Invariants, Inductive Assertion Maps and Semi-definite Programs

Inspired by classical invariants of programs and continuous valued logics, Ying et al. [44] introduce additive and multiplicatively invariants for quantum programs. We will focus on the additive invariant because it allows efficient generation by semidefinite programs [44].

Definition 4.2 (Additive Invariants). Let $S_P = \langle \mathcal{H}, \mathcal{L}, l_{\text{in}}, l_{\text{out}}, \mathcal{T} \rangle$ be an SVTS with a precondition $\Theta$. An additive invariant at location $l \in \mathcal{L}$ is a quantum predicate $O_l$ over $\mathcal{H}$ such that for any density operator $\rho$, and for any prime set $\Pi$ of paths from $l_{\text{in}}$ to $l$, we have:

\[ \text{tr}(\Theta \rho) \leq 1 - \text{tr} (E_\Pi (\rho)) + \text{tr} (O_l E_\Pi (\rho)), \]  
(4.2.1)

where $E_\Pi = \sum \{|E_\pi : \pi \in \Pi|\}$.

Moreover, additive invariant at $l_{\text{out}}$ can be used to prove partial correctness of the program $P$. Specifically,

**Lemma 4.3** (Prime paths and semantics of quantum programs). For quantum program $S$, let $S$ be the SVTS defined by $S$ with initial condition $\Theta$. Let $\Pi$ be the set of paths from $l_{\text{in}}$ to $l_{\text{out}}$. Then $E_\Pi = \|S\|$. 

**Proof.** Deferred to Appendix D.1.

**Theorem 4.4** (Ying et al. [44]). Let $P$ be a quantum program and $S_P$ the SVTS defined by $P$ with initial condition $\Theta$. If $O$ is an additive invariant at $l_{\text{out}}$ in $S_P$, then $\forall_{\text{par}} (\Theta) P(O)$. 

**Proof.** Deferred to Appendix D.2.

We provide a complete proof of Theorem 4.4 in Appendix D.2. The complete proof will be helpful and make our technique self-contained in proving an approximate version of Theorem 4.4 in Section 6.

It is, however, nontrivial to prove that any quantum predicate $O$ is an invariant at location $l$ by definition, as one must verify (4.2.1) holds for every prime path from $l_{\text{in}}$ to $l$. In classical programming, induction assertions provide an effective alternative, whose corresponding quantum notion was introduced by Ying et al. [44] as follows.

A cut-set of $S_P$ is a subset $C \subseteq \mathcal{L}$ of locations such that every cyclic path in $S_P$ passes through some location in $C$. Every location $l \in C$ is called a cut-point. A basic path $\pi$ between two cut-points $l$ and $l'$ is a path that does not pass through any cut-point other than the endpoints. We note that for cut-set $C$ and $l \in \mathcal{L}$, $C \cup \{l\}$ is also a cut-set.

An additively inductive assertion map is a mapping $\eta$ from each cut-point $l \in C$ to a quantum predicate $\eta(l)$ in $\mathcal{H}$ [44] such that

\[ \text{tr}(\eta(l) \rho) \leq 1 - \text{tr} (E_{\Omega_l} (\rho)) + \sum_{\pi \in \Omega_l} \text{tr} (\eta(l) E_\pi (\rho)), \]  
(4.2.2)

where the set $\Omega_l$ contains basic paths from $l$ to other cut-points. There are two nice features of the inductive assertion map $\eta$ shown in Ying et al. [44]: (1) for every cut-point $l \in C$, $\eta(l)$ is an additive invariant at $l$; (2) the definition of $\eta$ allows a semi-definite program (SDP) that generate $\eta(l)$ for every cut-point $l \in C$.

Let us setup the SDP for $\eta$ as follows. Choose a cut-set $C = \{l_0 = l_{\text{in}}, l_1, \ldots, l_{m-1}, l_m = l_{\text{out}}\}$ and let $O_l = \eta(l_i)$ for $i = 0, \ldots, m$ as the invariants to generate. Let $E^{\eta}_{ij} = \sum_{\pi} \{|E^{\eta}_{\pi} : l_i \xrightarrow{\pi} l_j|\}$ for $i, j = 0, 1, \ldots, m$ and the summation is over all basic paths $\pi$; in particular, if there is no basic path from $l_i$ to $l_j$, then $E^{\eta}_{ij}$ is the zero super-operator. Consider the following generic SDP.
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Invariant-SDP 4.1. For precondition $\Theta$, find $O_0, \ldots, O_m$ s.t.

$$0 \subseteq \sum_j E_{ij}^j(O_j) - \Theta,$$  

$$0 \subseteq \sum_{j \neq i} E_{ij}^j(O_j) + (E_{ii}^i - I)(O_i) (i = 0, 1, \ldots, m).$$  

$$0 \subseteq O_i \subseteq I (i = 0, 1, \ldots, m).$$

Note that $O_i = I$ is a trivial solution. Any non-trivial solution $O_i$ ($i = 0, \ldots, m$) are non-trivial invariants for the given precondition $\Theta$, which will then imply $|=_{\text{par}} \{ \Theta \} P \{ O_m \}$.

Given a postcondition $O = O_m$, the weakest precondition can be found by maximizing the trace of $\Theta$. This is because for any precondition $\Theta$, it holds that $\Theta \subseteq \wp(P.O)$. Since $\tr(\cdot)$ respects Löwner ordering, we have $\tr(\Theta) \leq \tr(\wp(P.O))$. Similarly, given a precondition $\Theta$, the strongest postcondition can be found by minimizing the trace of $O$.

Example 4.1 (Invariants for RUS circuit). Continuing from Example 3.2, the SVTS of an RUS program is given in Figure 1. From the SVTS, the cut-set we choose is $\{ l_0, l_1, l_2 \}$. Given a postcondition $O = O_2$, we set the SDP problem as follows.

$$\begin{align*}
\text{maximize} & \quad \tr(\Theta) \\
\text{subject to} & \quad \Theta \subseteq O_0 \\
& \quad O_0 \subseteq \text{rst}^*(W^\dagger O_1 W) \\
& \quad O_1 \subseteq E_0^0 O_2 E_0 + E_1^i O_1 E_1 \\
& \quad O_2 \subseteq O_2 \\
& \quad 0 \subseteq \Theta, O_0, O_1, O_2 \subseteq I.
\end{align*}$$

where $\eta(l_i) = O_i$, $\text{rst} = [P := |0^m\rangle]$, $E_0 = M_0$, $E_1 = (VM_1)$ and $V := WRW^\dagger$. It can be shown that $|=_{\text{rot}} \{ \Theta \} \text{rus}(O)$ Note that the constraint $O_2 \subseteq O_2$ is trivial and can be removed from the SDP problem. Furthermore, the solution must satisfy $\Theta = O_0$.

We analyze the SDP problem analytically and numerically. For analytical solution of (4.2.6), we show that for any state $|\psi\rangle$, $|=_{\text{rot}} \{ I_m \otimes |\psi\rangle\langle\psi| \} \text{rus}(\{0, U\psi\}(0, U\psi))$ in Appendix D.3. We will discuss our numerical analysis and the performance in Section 7.

5 Quantum Hoare logic and invariants with ancillas

While quantum Hoare logic provides a framework to reason about quantum programs and the inductive assertion map enables numerical calculation by solving an SDP, a central task in program analysis is to verify the semantics of a program describes a desirable superoperator (instead of generating a particular quantum state). Thus a natural question to ask is whether it is possible to guarantee the correctness of semantics.

We answer the question in the affirmative by giving a framework, in which solving a master Hoare triple in an extended space via an SDP solver suffices to show the correctness of semantics.

In Section 5.1, we will layout the setup of extended quantum Hoare triples with ancillas. In Section 5.2, we will show how to generate extended Hoare triples and invariants using semidefinite programs and how it leads to a numerical solution to calculate the weakest (liberal) precondition of any program. Finally, in Section 5.3, we will demonstrate how to use extended Hoare triples of sub-programs for the invariant generation of the main program.

5.1 Quantum Hoare logic in the extended space

We extend the set of quantum variables $\text{Var}$ for any quantum while program $S$ with another isomorphic set of ancilla variables $\text{aVar}$, i.e., for each variable in $\text{Var}$, there is an ancilla register in $\text{aVar}$ of the same size. All the rest of the definition of quantum while programs remain unchanged. In other words, program $S$ still operates on the original $\text{Var}$ and the introduction of $\text{aVar}$ is only for analysis purpose.

Let $\mathcal{H}$ denote the Hilbert space for $\text{Var}$ and $\mathcal{A}$ the Hilbert space for $\text{aVar}$ and $\mathcal{H} \equiv \mathcal{A}$. The (original) quantum predicates, denoted by uppercase letters $P, Q, \ldots$ are on $\mathcal{H}$. From now on, we also consider extended quantum predicates that are predicates on $\mathcal{H} \otimes \mathcal{A}$. To distinguish from original ones, we use calligraphic uppercase letters like $\mathcal{P}, \mathcal{Q}, \ldots$ to denote extended predicates.

Hence one can define the extended Hoare triple by extended predicates as $|-_{\text{par, tot}} \{ \mathcal{P} \} S(Q)$, where we overload the notation $S$ for a new program that acts on $\mathcal{H}$ exactly as the original program $S$ and do nothing on $\mathcal{A}$, i.e., with denotational semantics $|S\rangle \otimes I_\mathcal{A}$. One can trivially extend any original Hoare triple to an extended one by

$$|-_{\text{par, tot}} \{ \mathcal{P} \} S(Q) \Rightarrow|-_{\text{par, tot}} \{ P \otimes I_\mathcal{A} \} S(Q \otimes I_\mathcal{A})$$

simple because $\tr((P \otimes I_\mathcal{A}) \rho) = \tr(\rho_{\mathcal{A}}(\rho))$ for any $\rho$. However, a more interesting case is to consider extended predicates that are entangled between the space $\mathcal{H}$ and $\mathcal{A}$. In
particular, we will consider the extended predicate that is maximally entangled between $\mathcal{H}$ and $\mathcal{A}$ in the following.

5.1.1 The Choi-Jamiolkowski isomorphism
The maximally entangled state $|\Phi\rangle$ over two isomorphic spaces (such as $\mathcal{H}$ and $\mathcal{A}$) is $|\Phi\rangle := \frac{1}{\sqrt{d}} \sum_{i=1}^{d} |i\rangle_{\mathcal{H}} \otimes |i\rangle_{\mathcal{A}}$, where $d$ is the dimension and $\{|i\rangle_{\mathcal{H}}\}_{i=1}^d$ is any orthonormal basis of $\mathcal{H}$ (and $\{|i\rangle_{\mathcal{A}}\}_{i=1}^d$ is its isometric one in $\mathcal{A}$). Note that $|\Phi\rangle$ remains the same under different choices of the orthonormal basis.

One interesting use of the maximally entangled state is to build an isomorphism between states and superoperators. The precise correspondence is given by the Choi-Jamiolkowski matrix.

**Definition 5.1.** Given any superoperator $E : \mathcal{D}(\mathcal{H}) \rightarrow \mathcal{D}(\mathcal{H}')$, the Choi-Jamiolkowski matrix $J(E)$ is

$$J(E) = d_{\mathcal{H}} F(E), \text{ and } J(E) = E \otimes I_{\mathcal{A}} (|\Phi\rangle \langle \Phi|)$$

(5.1.2) where $d_{\mathcal{H}}$ is the dimension of $\mathcal{H}$ and $J(E)$ is called the normalized Choi-Jamiolkowski matrix.

The map $J$ from a quantum superoperator $E$ to its Choi-Jamiolkowski matrix $J(E)$ is an isomorphism [39]. The map $J$ is also called the Choi-Jamiolkowski isomorphism.

5.1.2 The extended Hoare triples
Since Choi-Jamiolkowski matrix contains the full information of any superoperator and it can be generated by applying $E \otimes I_{\mathcal{A}}$ on the maximally entangled state $|\Phi\rangle$, it is natural to choose $\Phi \equiv |\Phi\rangle \langle \Phi|$ as the postcondition, and we can derive the extended Hoare triple: $\vdash_{\text{tot}} \{wp.S.\Phi\}S\{\Phi\}$. By Proposition 3.3, we immediately have

$$wp.S.\Phi \equiv (\{\Phi\}^* \otimes I_{\mathcal{A}}) |\Phi\rangle \langle \Phi| = J(\{\Phi\}^*)$$

(5.1.3)

**Definition 5.2 (Master Hoare Triple).** For any program $S$, we call the following extended Hoare triple (in total correctness) the master Hoare triple:

$$\vdash_{\text{tot}} \{J(\{\Phi\}^*)\} S\{\Phi\}$$

(5.1.4)

Note that for terminating $S$, the partial correctness $\vdash_{\text{par}} (J(\{\Phi\}^*)) S\{\Phi\}$ will imply the master Hoare triple (5.1.4).

**Example 5.1 (The master Hoare triple of $\rho_{\mathcal{H}}$).** The denotational semantics of program $\rho_{\mathcal{H}}$ is an identity superoperator $I : \rho \mapsto \rho$. The dual superoperator of $I$ is $I^*$, and thus the master Hoare triple of $\rho_{\mathcal{H}}$ is $\{\Phi\} I^*\{\Phi\}$.

5.1.3 The collapse rule
We derive a new rule for our quantum Hoare logic (called the Collapse rule) for total correctness to connect extended Hoare triples with normal ones. To the end, let us first define the collapse operator that maps a predicate on the extended space to the original space.

**Definition 5.3 (Collapse Operator).** Given any predicate $P$ on the extended space $\mathcal{H} \otimes \mathcal{A}$ and any predicate $R$ on the ancilla space $\mathcal{A}$, the collapse operator $\mathcal{C}_{R}(P)$ is given by

$$\mathcal{C}_{R}(P) \equiv d_{\mathcal{H}} \text{tr}_{\mathcal{A}}(|\Phi\rangle \langle \Phi| P(I_{\mathcal{H}} \otimes \sqrt{R}))$$

(5.1.5)

We will later see how the operator is used to deduce a Hoare triple in the program space.

We can also establish the following precise properties of the collapse operator.

**Lemma 5.4 (Properties of $\mathcal{C}_{R}(\cdot)$).** For any predicate $R$ on $\mathcal{A}$, we have

1. if $P \subseteq Q$, then $\mathcal{C}_{R}(P) \subseteq \mathcal{C}_{R}(Q)$, i.e., $\mathcal{C}_{R}(\cdot)$ respects Löwner ordering;
2. $\mathcal{C}_{R}(\Phi) = R$ for the maximally entangled predicate $\Phi$.
3. $\mathcal{C}_{R}(P) = d_{\mathcal{H}} \text{tr}_{\mathcal{A}}((I_{\mathcal{H}} \otimes R)P) = d_{\mathcal{H}} \text{tr}_{\mathcal{A}}(P(I_{\mathcal{H}} \otimes R))$.

**Proof.** Deferred to Appendix D.4. □

Now we are ready to describe our Collapse rule for total correctness.

$$\{P\}S\{Q\}, 0 \subseteq R, \mathcal{C}_{R}(P), \mathcal{C}_{R}(Q) \subseteq I \implies \mathcal{C}_{R}(P)S\{\mathcal{C}_{R}(Q)\}$$

(Collapse)

(5.1.6)

**Theorem 5.5.** The rule Collapse is sound for total correctness, i.e., for every quantum predicate $R$, $\vdash_{\text{tot}} \{P\}S\{Q\}$ implies $\vdash_{\text{tot}} \{\mathcal{C}_{R}(P)\}S\{\mathcal{C}_{R}(Q)\}$.

**Proof.** First we recall the definition of $\vdash_{\text{tot}} \{P\}S\{Q\}$, i.e., for any state $\sigma \in \mathcal{D}(\mathcal{H} \otimes \mathcal{A})$, $\text{tr}(P\sigma) \leq \text{tr}(Q(S(\rho) \otimes I_{\mathcal{A}})\sigma)$. For every state $\rho \in \mathcal{D}(\mathcal{H})$, considering $\sigma = \rho \otimes \frac{R}{\text{tr}(R)}$, we have

$$\text{tr}(P (\rho \otimes \frac{R}{\text{tr}(R)})) \leq \text{tr}(Q(S(\rho) \otimes \frac{R}{\text{tr}(R)}))$$

(5.1.7)

Multiplying both sides by $d_{\mathcal{H}}\text{tr}(R)$, we have

$$\text{tr}(d_{\mathcal{H}}P(I_{\mathcal{H}} \otimes R)\rho \otimes I_{\mathcal{A}}) \leq \text{tr}(dQ(I_{\mathcal{H}} \otimes R)(S(\rho) \otimes I_{\mathcal{A}}))$$

(5.1.8)

By standard calculation, and by Lemma 5.4 (item (3)), we have $\text{tr}(\mathcal{C}_{R}(P)\rho) \leq \text{tr}(\mathcal{C}_{R}(Q)(S(\rho)))$, for any $\rho \in \mathcal{D}(\mathcal{H})$. This implies $\vdash_{\text{tot}} \{\mathcal{C}_{R}(P)\}S\{\mathcal{C}_{R}(Q)\}$ and we conclude the proof. □

Let us see how to apply Collapse to the master extended Hoare triple in (5.1.4). We will see that (1) it can be used to generate any postcondition $Q$; (2) if one starts with the weakest precondition in the extended space, then Collapse derives the weakest precondition in the original space.

**Lemma 5.6.** Given $\vdash_{\text{tot}} \{J(\{\Phi\}^*)\} S\{\Phi\}$, for any postcondition $Q$, it holds that $\vdash_{\text{tot}} \{Q_j(J(\{\Phi\}^*))\} S\{Q\}$. Moreover, the weakest precondition of $Q$ is given by $\mathcal{C}_{I_{\mathcal{H}}}(J(\{\Phi\}^*))$.

**Proof.** Deferred to Appendix D.5. □

Note that all of our examples and the interesting programs in consideration terminate almost surely. Hence partial correctness and total correctness are equivalent; the termination guarantee is implicitly used throughout the paper.
Example 5.2 (Teleportation revisited). In Example 5.1, we have shown the master Hoare triple of $Q^T$ is $\{\Phi\}Q_{\text{out}}(\Phi)$. For any postcondition $|\psi\rangle\langle\psi|$, we can choose $R = |\psi\rangle\langle\psi|$ and apply Collapse, then $|=_{\text{tot}} |\psi\rangle\langle\psi|\rangle QT(|\psi\rangle\langle\psi|)$, where we make use of $|\psi\rangle\langle\psi|\rangle \subseteq \text{Lemma 5.4 (item(2))}$. 

Remark 5.1. Throughout the paper, we will consider master Hoare triples $|=_{\text{tot}} (\mathcal{J}(S^n))S(\Phi)$ with the weakest precondition $\mathcal{J}(S^n)$. However, it might be expensive and unnecessary sometime to use the weakest precondition and it is easier to use extended precondition $P \supseteq \mathcal{J}(S^n)$. It is straightforward that $|=_{\text{tot}} (P)S(\Phi)$. We can still derive Hoare triples with any postcondition by applying Collapse, similarly to Lemma 5.6. It is, however, no longer guaranteed the derived precondition is the weakest.

Remark 5.2. From Lemma 5.6, we conclude that the master Hoare triple is more expressive than a universally quantified statement. This is because $|\mathcal{J}(S^n)|S(\Phi)$ implies
\begin{equation}
\forall Q. (\mathcal{E}_O(\mathcal{J}(S^n)))S(Q).
\end{equation}
Since $\mathcal{E}_O(\mathcal{J}(S^n)) = \text{wp}S.Q$, any Hoare triple can be derived by weakening the precondition.

5.2 Generation of extended invariants and Hoare triples

In this section, we study how to generate master Hoare triples, which seems hard by definition in (5.1.4) since one needs to compute $\mathcal{J}(S^n)$. We demonstrate here that it is possible to use quantum invariants and their SDP generation (Invariant-SDP 4.1) for terminating programs. We describe how to use the invariant generation framework introduced in Section 4 to compute the master Hoare triple.

To that end, first observe that master (or extended) Hoare triples are just normal Hoare triples on the extended space where the program trivially acts on the ancilla space. Thus, the invariant generation and the derived partial correctness from [44] trivially extend to our case when explicitly including the ancilla space in the setup. For terminating programs, the partial correctness implies total correctness.

Example 5.3 (Analysis of RUS circuit synthesis in the extended space). To generate the invariant in the extended space, similarly to (4.2.6), we numerically solve the following SDP
\begin{align*}
\text{maximize} & \quad \text{tr}(Q) \\
\text{subject to} & \quad Q \subseteq O_0 \\
& \quad O_0 \subseteq \text{rst}I(W \otimes I)O_1(W \otimes I) \\
& \quad O_1 \subseteq \bar{E}_0 \otimes O_2 \bar{E}_0 + \bar{E}_1 \otimes O_2 \\
& \quad O_2 \subseteq O_2 \\
& \quad 0 \subseteq Q, O_0, O_1, O_2 \subseteq I
\end{align*}
where $O_i = \eta_i$ is the additively inductive assertion map in the extended space $H \otimes A$ acting on the cut-points, $\bar{E}_0 = M_0 \otimes I_A$, and $\bar{E}_1 = (V_2 M_0) \otimes I_A$.

To yield a Hoare triple in space $H$ with postcondition $O_2$, we first set $O_2 = \Phi_{H \otimes A}$, i.e., the maximally entangled state in space $H \otimes A$. Using an SDP solver to obtain the solution $Q$, we have $|=_{\text{tot}} (Q)\text{RUS}(O_2 = \Phi_{H \otimes A})$. Applying Collapse in (5.1.6), we obtain the precondition $\Theta = \mathcal{E}_O(\Phi_{H \otimes A})$ in space $H$.

We will compare the performance of (i) solving (4.2.6), and (ii) solving (5.2.1) followed by applying Collapse in (5.1.6) in Section 7.

5.3 Using extended Hoare triples for invariant generation

Imagine that one has already analyzed the invariant generation for some program $S_0$ and consider another quantum program $S$ that uses $S_0$ as a subroutine, which is quite common in (quantum) algorithm design. However, in the framework introduced in Section 4, one must consider the additively inductive assertion map of $S_0$, and include the SDP constraints associated with $S_0$ for the invariant generation of $S$. This is because the invariant generation for $S_0$ (without extending the space) may not correspond to the input-output behavior of $S_0$ when called as a subroutine in $S$.

We now take a closer look at the technical difficulty when using Invariant-SDP 4.1 for $S$. Let $S$ be the SVTS of the main program $S$ that is inductively generated from $S_0$, which is the SVTS of $S_0$ and other parts of $S$. We will follow the same setup of Invariant-SDP 4.1 with one exception: we will choose $I_{in}$ and $I_{out}$ locations of $S_0$ as cut-points and no other locations in $S_0$ will be cut-points. This is intuitive as one wants to treat $S_0$ as a whole and does not want to go inside $S_0$. Moreover, we can further require all paths from any cut-point other than $I_{in}$ and $I_{out}$ to $I_{out}$ will visit $I_{in}$ first and all paths from $I_{in}$ will remain in $S_0$ until reaching $I_{out}$. This can be assumed without loss of generality by adding dummy locations with $I$ transitions in $S$ for terminating $S_0$. As a result, all basic paths that go inside $S_0$ will have $I_{in}$ and $I_{out}$ as endpoints. Let $O_{in}$ and $O_{out}$ denote the quantum invariant at the $I_{in}$ and $I_{out}$ locations of $S_0$. Thus, the entire effect of $S_0$ in Invariant-SDP 4.1 will be represented by one semidefinite constraint in the form of (4.2.5) as $0 \subseteq \mathcal{J}(S_0)(O_{out})-O_{in}$. Any normal Hoare triple of $S_0$ can only establish the connection for a specific pair of $O_{in}$ and $O_{out}$, rather than for an arbitrary pair of $O_{in}$ and $O_{out}$ as variables.

The technical difficulty, however, can be well addressed by using the master Hoare triple of $S_0$. Intuitively, this is because the combination of the master Hoare triple and Collapse can derive any such pair as demonstrated in Lemma 5.6. Precisely, given the master Hoare triple of $S_0$, $|=_{\text{tot}} (\mathcal{J}(S_0^r))S_0(\Phi)$. Using Lemma 5.6 and Lemma 5.4 (item(3)), any specific pair
of \( O_{in} \) and \( O_{out} \) can be connected by \( O_{in} \subseteq C(O_{out})(\mathcal{S}(S_0 \| \|)) \), which is a semidefinite constraint in \( O_{in} \) and \( O_{out} \).

As a result, we demonstrate a general approach to leverage the master Hoare triple (in total correctness) of any terminating sub-program \( S_0 \) to simplify the invariant generation SDP of the main program \( S \) (for partial correctness).

**Example 5.4** (Consecutive unitary applications implemented with RUS). In this example, we consider two consecutive applications of unitaries implemented with RUS programs using unitaries \( W_i \) and \( W_s \) satisfying

\[
W_i |0^{m}⟩|ψ⟩ = \sqrt{p_i} |0^{m}⟩U_i |ψ⟩ + \sqrt{1-p_i} |ψ⟩ \tag{5.3.1}
\]

for \( i \in \{1, 2\} \). The quantum program \( S = \text{rus}_1; \text{rus}_2 \) where \( \text{rus}_1 \) is the RUS program associated with \( W_1 \). The SVTS of \( S \) is illustrated in Figure 2.

Without the extended space, for a given postcondition \( O = O_{2}^{(2)} \), the corresponding SDP is

\[
\begin{align*}
\text{maximize} & \quad \text{tr}(\Theta) \\
\text{subject to} & \quad \Theta \subseteq O_{0}^{(1)} \\
& \quad O_{0}^{(1)} \subseteq \text{rst}^{(1)}(W^{(1)}W^{(1)}O_{1}^{(1)}W^{(1)}) \\
& \quad O_{1}^{(1)} \subseteq E_{0}^{(1)}O_{2}^{(1)}E_{0}^{(1)} + E_{1}^{(1)}O_{1}^{(1)}E_{1}^{(1)} \\
& \quad O_{2}^{(1)} \subseteq \text{rst}^{(2)}(W^{(2)}O_{1}^{(2)}W^{(2)}) \\
& \quad O_{1}^{(2)} \subseteq E_{0}^{(2)}O_{2}^{(2)}E_{0}^{(2)} + E_{1}^{(2)}O_{1}^{(2)}E_{1}^{(2)} \\
& \quad O_{2}^{(2)} \subseteq O_{2}^{(2)} \\
& \quad 0 \subseteq \Theta, O_{0}^{(1)}, O_{1}^{(1)}, O_{2}^{(1)}, O_{1}^{(2)}, O_{2}^{(2)} \subseteq I \tag{5.3.2}
\end{align*}
\]

where \( \eta_{i}^{(k)} = O_{i}^{(k)} \), \( \text{rst}^{(k)} = \{ p : |0^{m}⟩ \} \), \( E_{0}^{(k)} = M_{0}^{(k)} \), \( E_{1}^{(k)} = W_{1}^{(k)}M_{1}^{(k)}W_{1}^{(k)} \) and \( V_{1}^{(k)} = W_{1}^{(k)}M_{1}^{(k)}W_{1}^{(k)} \) for \( \text{rus}_1 \) and \( k \in \{1, 2\} \). The SDP in (5.3.2) can be obtained by setting \( O_{2}^{(1)} = \Theta^{(2)} \) and combine the two sets constraints in Example 3.2. For each postcondition, we run an SDP solver to obtain a precondition.

Applying our method, in Example 5.3, we have shown that \( \equiv_{t} \{ O^{(1)} \} \subseteq \text{rus}_1 \{ O^{(1)} \} \). Having the master Hoare triples, with the postcondition \( O = O^{(2)} \), we obtain the precondition by applying \text{COLLAPSE}, which leads to the following SDP

\[
\begin{align*}
\text{maximize} & \quad \text{tr}(O^{(1)}) \\
\text{subject to} & \quad O^{(2)} \subseteq C(O^{(2)}) \\
& \quad O^{(1)} \subseteq C_{\Theta^{(1)}}(O^{(1)}) \tag{5.3.3}
\end{align*}
\]

We will compare the performance of (i) using (5.3.2), and (ii) solving (5.2.1) for two subprograms \( \text{rus}_1 \) and \( \text{rus}_2 \) first following the application of (5.3.3) in Section 7.

### 6 Correctness and invariants with approximations

The motivation of our discussion lies in the real world constraints in near-term quantum computers, where the operations are imprecise and noisy. To quantify the error due to noisy and imprecise operations in quantum programs, we propose the definition of \( \epsilon \)-partial correctness, which can be seen as a relaxation of Definition 3.1. Our main contribution in this section is a bridge from the invariants of a program to approximate invariants of its nearby variations.

In Section 6.1, we present the setup of program variations, and the approximate correctness of the known Hoare triples applying on the variations. In Section 6.2, we show two approaches to generate the approximate correctness of the variations with loop boundedness. In Section 6.3, we apply our methods to the Trotter’s algorithm for the Hamiltonian simulation problem to formally verify its approximate correctness.

#### 6.1 Transferring Hoare triples to variations

In this subsection, we depict the overall picture of our approaches: applying the Hoare triples of one program to its nearby variations. To achieve it, we first define the meaning of variations as program isomorphisms, followed by the concepts of approximate correctness.

##### 6.1.1 Bridging programs via isomorphism

**Definition 6.1.** For quantum programs \( P_1, P_2 \), let their SVTS’s be \( S_1 = \langle \mathcal{H}_1, \mathcal{L}_1, \mathcal{T}_1, I_{in}^{S_1}, I_{out}^{S_1} \rangle \), \( S_2 = \langle \mathcal{H}_2, \mathcal{L}_2, \mathcal{T}_2, I_{in}^{S_2}, I_{out}^{S_2} \rangle \) respectively. We say that \( S_1 \) and \( S_2 \) are isomorphic, if \( \mathcal{H}_1 = \mathcal{H}_2 \), \( \mathcal{L}_1 = \mathcal{L}_2 \), \( I_{in}^{S_1} = I_{in}^{S_2} \), \( I_{out}^{S_1} = I_{out}^{S_2} \), and there is a bijection \( \mu : \mathcal{T}_1 \rightarrow \mathcal{T}_2 \), s.t. for all \( \tau \in \langle l_1^{S_1}, E_{\mu(\tau)} \rangle \in \mathcal{T}_1 \), \( \mu(\tau) = \langle l_2^{S_2}, E_{\mu(\tau)} \rangle \in \mathcal{T}_2 \). We say that the program \( P_1 \) and \( P_2 \) are isomorphic, if \( S_1 \) and \( S_2 \) are isomorphic.
Intuitively, \( S_1 \) and \( S_2 \) are isomorphic when they share the same graphical structure, with only values (superoperators) of the transitions differing. We can determine the program isomorphism in polynomial time by constructing and traversing the SVTS’s from the initial locations.

As we will see, the isomorphic relation of programs is useful since it allows us to reason about a quantum program when the information about the ideal program is well-understood or easier to analyze. To explain the idea, we consider the following example.

**Example 6.1.** We consider two isomorphic quantum 3-qubit RUS programs \( \text{rus}_3 \) and \( \text{rus}_3' \). We construct \( E_U \) by

\[
E_U = \sum_{x \in \{0,1\}^2} W_U([00](x) \otimes I) \circ ([x](00) \otimes I) W_U^t.
\]

Here \( \text{CCX}[p, q] \) represents the Toffoli gate. Then \( \text{rus}_3 \) is

\[
\text{rus}_3 \equiv p, q := E_U[p, q];
\]

while \( M[p] \neq 00 \) do \( p := E_U[p, q] \) done; \( q := Z[q] \).

The program \( \text{rus}_3 \) realizes the same functionality as the RUS program introduced in Example 5.3.

We introduce its variation \( \text{rus}_3' \) by perturbating \( E_I \) in the \( \text{rus}_3 \) to \( N = 0.9E_I + 0.05E_X + 0.05E_Z \):

\[
\text{rus}_3' \equiv p, q := N[p, q];
\]

while \( M[p] \neq 00 \) do \( p := N[p, q] \) done; \( q := Z[q] \).

The difference between \( \text{rus}_3' \) and \( \text{rus}_3 \) is the noise added on the first qubit between the two Toffoli gates. Their SVTS’s are shown in Figure 3. Apparently \( \text{rus}_3' \) and \( \text{rus}_3 \) are isomorphic.

![Figure 3. The SVTS and repetition function for \( \text{rus}_3 \) and \( \text{rus}_3' \).](image)

### 6.1.2 \( \epsilon \)-partial correctness and \( \epsilon \)-approximate additive invariants

The total correctness and partial correctness allow no tolerance in their definitions, i.e., the invariants generated from an ideal program no longer applies when the program is noisy. We start to define the semantics for a Hoare triple parameterized with error threshold \( \epsilon \).

**Definition 6.2 (\( \epsilon \)-partial correctness).** For \( \epsilon \in [0,1] \), a correctness formula \( \{P\}S\{Q\} \) is true in the sense of \( \epsilon \)-partial correctness, denoted by \( \models_{\text{par, } \epsilon} \{P\}S\{Q\} \), if for every state \( \rho \), it holds that

\[
\text{tr}(P\rho) \leq \text{tr}(Q\|S\|\rho) + (1+\epsilon)\text{tr}\rho - \text{tr}(\|S\|\rho).
\]

Definition 6.2 can be viewed as a relaxation since the (ideal) Hoare triple is the special case \( \epsilon = 0 \). To see why Definition 6.2 gives a reasonable definition when reasoning about approximate programs, we give some intuition here. Suppose that we want to verify a quantum program \( S \) which on input state \( |\psi\rangle \), produces a state \( \sqrt{1-\epsilon}|\psi\rangle + \sqrt{\epsilon}|\psi'\rangle \), i.e., with probability \((1-\epsilon)\) it produces the desirable output state \( |\phi\rangle \) and with probability \( \epsilon \) it produces some unknown and undesirable state \( |\psi'\rangle \) orthogonal to \( |\phi\rangle \). In this case, for program \( S \) which terminates almost surely, \( \models_{\text{par, } \epsilon} \{\psi\langle\psi|\}S\{\langle\phi|\phi\rangle\} \) is not valid with the state \( \rho = |\psi\rangle \langle\psi| \) since \( \text{tr}(Q\|S\|\rho) = 1-\epsilon \) where \( Q = |\phi\rangle \langle\phi| \). On the other hand, we know that \( \models_{\text{par, } \epsilon} \{\psi\langle\psi|\}S\{\langle\phi|\phi\rangle\} \) is true.

With \( \epsilon \)-partial correctness, we define \( \epsilon \)-approximate additive invariants. Similarly to [44], the \( \epsilon \)-approximate additive invariant can be utilized to prove the \( \epsilon \)-partial correctness of a quantum program.

**Definition 6.3 (\( \epsilon \)-approximate additive invariants).** Let \( S = (H, L, T, l_{in}, l_{out}) \) be an SVTS, and \( \Theta \) be the initial predicate at \( l_{in} \). An \( \epsilon \)-approximate additive invariant \( O_\epsilon \) at location \( l \in L \) is a quantum predicate in Hilbert space \( H \) such that for any state \( \rho \in \mathcal{D}(H) \) and any prime set of paths \( \Pi \) from \( l_0 \) to \( l \), we have

\[
\text{tr}(\Theta\rho) \leq \text{tr}(O_\epsilon\|S\|\Theta_\epsilon(\rho)) + (1+\epsilon)\text{tr}\rho - \text{tr}(\|S\|\rho).
\]

**Theorem 6.4.** For quantum program \( S \), let \( S \) be the SVTS defined by \( S \) with initial condition \( \Theta \). If \( O \) is an \( \epsilon \)-approximate additive invariant at \( l_{out} \) in \( S \), then \( \models_{\text{par, } \epsilon} \Theta S\{O\} \).

**Proof.** By Definition 6.3 and Definition 6.2, it suffices to show that \( \Theta_\epsilon = \|S\| \). By Lemma 4.3, we conclude the proof. \( \square \)

### 6.2 Generation of approximate correctness

In this section, we present two efficient methods to employ the information of a program to generate the \( \epsilon \)-partial correctness for its variations.

1. **Inductive offset tracking** requires the inductive assertion map and the description of their transitions.

2. **Superoperator distance bounds** does not require the information of the inductive assertion map; instead, it requires only the invariant at the desirable locations.

In most cases, the second method generates looser bounds than the first method.

In the following analysis, our programs of interest will be those which terminates. For each while loop in the program, we invoke the definition of boundedness [19] and require every loop in the program to be bounded.

**Definition 6.5 ([19]).** A loop while \( M[q] = 1 \) do \( P_1 \) done is said to be \((a, n)\)-bounded for \( a \in [0,1] \) and \( n \in \mathbb{Z}_+ \) if \((\mathcal{E}')^n(M_1, \mathcal{M}_1) \subseteq aM_1 \mathcal{M}_1\), where \( \mathcal{E}(\rho) = \|P_1\|\|M_1\rho M_1^\dagger\| \) and \( \mathcal{E}' \) is the dual superoperator of \( \mathcal{E} \).
6.2.1 Inductive offset tracking

Following the inductive assertion map introduced in [44] and their SDP constraints, we consider the error of each term induced on each SDP constraint. In this section, without loss of generality, we select the cut-set of the inductive assertion map to be all locations in the SVTS. This simplifies our statements, while the same idea of proofs can be applied on any selected cut-set.

It is helpful to define some notations before we state our results. We use the prime sign to indicate all the concepts in the variation program corresponding to the ones in the original program. For two isomorphic programs \( P, P' \), let \( \mathcal{S} = \langle \mathcal{H}, \mathcal{L}, T, l^\text{in}, l^\text{out} \rangle \) and \( \mathcal{S}' = \langle \mathcal{H}, \mathcal{L}, T', l'^\text{in}, l'^\text{out} \rangle \) be their SVTS’s, and \( \mu : T \rightarrow T' \) be the isomorphism. Because the graphical structures of \( \mathcal{S} \) and \( \mathcal{S}' \) are identical, by \( \mu \) we can relate the superoperators composed by transitions, paths, and prime path sets in \( \mathcal{S} \) to those in \( \mathcal{S}' \). Because the graphical structures of \( \mathcal{S} \) and \( \mathcal{S}' \) are identical, we can map the superoperators formally, we denote the value of a transition \( \mu(\tau) \in T' \) by \( E^\prime_{\tau} = E_{\mu(\tau)} \). For a path \( \pi \in \mathcal{S} \), a prime set \( \Pi \) of paths in \( \mathcal{S} \), let \( E^\prime_{\pi} \) be the superoperator in \( \mathcal{S}' \) along the shared path \( \pi \), and \( \sum_{\pi \in \Pi} |E^\prime_{\pi}| \).

For a program \( P \) with every while loop \((a, n)\)-bounded, and its SVTS \( \mathcal{S} = \langle \mathcal{H}, \mathcal{L}, T, l^\text{in}, l^\text{out} \rangle \), we introduce its repetition function \( r : T \rightarrow \mathbb{R}_{\geq 0} \). The repetition function \( r \) depicts the worst-case expected number of repetitions of a transition in the execution of \( P \).

**Definition 6.6.** For program \( P \) with every while loop \((a, n)\)-bounded, and its SVTS \( \mathcal{S} \), its repetition function \( r \) is defined inductively with the generation of \( \mathcal{S} \).

- \( P \equiv \text{skip} \equiv U[q], q := [0]: r \equiv 1 \).
- \( P \equiv P_1; P_2 \) let \( T^{P_1}, T^{P_2} \) be the set of transitions of the SVTSs of \( P_1, P_2 \) respectively. Suppose that \( r_1 : T^{P_1} \rightarrow \mathbb{R}_{\geq 0}, r_2 : T^{P_2} \rightarrow \mathbb{R}_{\geq 0} \) are the repetition functions for \( P_1, P_2 \). Set \( r(\tau) = \begin{cases} r_1(\tau), & \tau \in T^{P_1} \\ r_2(\tau), & \tau \in T^{P_2}. \end{cases} \) (6.2.1)

For the transition \( \tau = (l^\text{out}_m, l^\text{in}_1, 1) \), set \( r(\tau) = 1 \).

- \( P \equiv \text{case}(M[q] = m \rightarrow P_m) \) \( P \) be the set of transitions of the SVTSs of \( P_m \) respectively. Suppose that \( r_m : T^{P_m} \rightarrow \mathbb{R}_{\geq 0} \) are the transition-bounding functions for \( P_m \). Set \( r(\tau) = \begin{cases} r^m(\tau), & \exists m, \tau \in T^{P_m} \\ 1, & \text{else}. \end{cases} \) (6.2.2)

- \( P \equiv \text{while} M[q] = 1 \) \( \text{do} \) \( Q \) \( \text{done} \): We assume this loop is \((a, n)\)-bounded. Let \( \tau_0 \) be the transition with value \( M_0 \) starting from \( l^\text{in}_n \), and \( \tau_1 \) be the one with value \( M_1 \). Denote the transition set of the SVTS \( Q \) by \( T^Q \). With

\[
r_Q : T^Q \rightarrow \mathbb{R}_{\geq 0}
\]

the repetition function of \( Q \), we set
\[
r(\tau) = \begin{cases}
\frac{n}{1-a} r_Q(\tau), & \tau \in T^Q, \\
1, & \tau = \tau_0, \\
\frac{n}{1-a}, & \tau = \tau_1.
\end{cases} \quad (6.2.3)
\]

We can verify that the repetition functions are well-defined with the renamings in the construction of SVTS.

**Definition 6.7.** For a program \( P \), its additive assertion map \( \eta \), its isomorphic program \( P' \), we define the offset \( \delta_\tau \) of transition \( \tau \in T \) as:

\[
\delta_\tau = \max \{ \ell, \lambda_{\max}(E^\prime_{\tau} - E^\prime_{\tau})(I - \eta(l_\tau)) \},
\]

where \( \ell \) is the end-point of \( \tau \) and \( \lambda_{\max}(M) \) is the largest eigenvalue of \( M \).

Then for any \( \tau \in T \), it holds that \( E^\prime_{\tau}(I - \eta(l_\tau)) - \delta I \subseteq E^\prime_{\tau}(I - \eta(l_\tau)) \).

In order to obtain accurate error bounds, we observe that a transition does not always influence the behavior of all the locations. A location \( \ell \) is only effected by those transitions that may lead a path to it, formally \( \mathcal{N}_\ell = \{ \tau \in T : \tau = (l', \ell', E), \exists \pi, \tilde{\pi} = l' \rightarrow l'' \rightarrow \cdots \rightarrow l \} \).

**Lemma 6.8.** For isomorphic programs \( P, P' \), let \( r' \) be the repetition function of \( P' \) and \( \eta \) be the inductive assertion map of \( P \). For any location \( l \) and any prime set \( \Pi \) of paths from \( l^\text{in} \) to \( l \), it holds that

\[
\sum_{\pi \in \Pi} E^\prime_{\pi}(l - \eta(l_\pi)) \subseteq I - \eta(l_\pi) + \sum_{\tau \in \mathcal{N}_\ell} r'(\tau) \delta_\tau I. \quad (6.2.5)
\]

**Proof.** Deferred to Appendix D.8.

**Theorem 6.9.** For isomorphic programs \( P, P' \), let \( r' \) be the repetition function of \( P' \) and \( \eta \) be the inductive assertion map of \( P \). For any location \( l \in L, \eta(l) \) is an \( \epsilon \)-approximate invariant of \( P' \), where \( \epsilon = \sum_{\tau \in \mathcal{N}_\ell} r'(\tau) \delta_\tau \).

**Proof.** For any \( \rho \) and prime path set \( \Pi \), we apply Lemma 6.8:

\[
\sum_{\pi \in \Pi} \text{tr}(I - \eta(l_\pi)) E^\prime_{\pi}(\rho) = \sum_{\pi \in \Pi} \text{tr}(E^\prime_{\pi}(l - \eta(l_\pi))\rho) \\
\leq (1 + \sum_{\tau \in \mathcal{N}_\ell} r'(\tau) \delta_\tau) \text{tr}(\rho) - \text{tr}(\eta(l_\rho))\rho. \quad (6.2.6)
\]

Hence it is \( \sum_{\tau \in \mathcal{N}_\ell} r'(\tau) \delta_\tau \)-approximation.

**Example 6.2.** We illustrate the usage of Theorem 6.9 by variation \( \text{rus}^\prime \) of the program \( \text{rus} \) as introduced in Example 6.1.

By solving SDP with \( \Theta = \{000\}(000) \), the \( \text{rus} \) program has a additive assertion map \( \eta(l_\pi) = \Theta = \{000\}(000), \eta(l_0) = O_0 = |\phi\rangle |\phi\rangle \otimes |0\rangle |0\rangle \) and \( \eta(l^\text{out}) = O = \{000\}(000) \), where \( |\phi\rangle = (3 + i)000 + (1 - i)01) + (1 - i)10) - (1 - i)11)/4 \).

Denote the transition from \( l^\text{in}_8 \) to \( l^\text{out}_b \) by \( r_{a,b} \). We construct the SDP with relaxation for \( \text{rus}^\prime \), and calculate the offset \( \delta_\text{rus} = \max \{0, \lambda_{\max}((E_\pi - N)(I - \eta(l_\pi))) \} = 0.0140, \delta_\text{rus} = 0.0140, \delta_\text{rus}^\prime = 0 \). We can verify that the loop in \( \text{rus}^\prime \) is...
(0.4302, 1)-bounded. Thus, the repetition function is: \( r'(\tau_{in,0}) = 1 \), \( r'(\tau_{0,0}) = 1.7550 \), and \( r'(\tau_{0,0\text{out}}) = 1 \).

We can obtain an error bound \( \epsilon(l_{\text{out}}) = 0.0386 \) by Theorem 6.9, thus construct the \( \epsilon \)-partial correctness \( \models_{par, 0.0386} \{ \Theta \} \text{rus}'_3 \{ O \} \) according to Theorem 6.4.

### 6.2.2 Superoperator distance bounds

While the method in Section 6.2.1 provides an accurate bound, it is somewhat impractical to acquire the boundedness of the variation and the inductive assertion map of the ideal program, since as mentioned before. In this section, we provide a different approach, which only requires the boundedness of the ideal program.

We introduce the distance measurements of superoperators and quantum states, to depict the error bound. The definitions follow [37].

**Definition 6.10.** For vector space \( X, Y \) and linear operator \( A : X \to Y \), the 1-norm \( \|A\|_1 = \text{tr} VA^T A \), which is also interpreted as the sum of absolute values of \( A \)'s eigenvalues.

**Definition 6.11.** For Hilbert space \( \mathcal{H} \) and \( \mathcal{A} \equiv \mathcal{H} \), The diamond norm for superoperators \( E_1, E_2 : \mathcal{D} (\mathcal{H}) \to \mathcal{D} (\mathcal{H}) \) is defined as

\[
\|E_1 - E_2\|_2 = \max_{\rho \in \mathcal{D} (\mathcal{H})} \frac{1}{2} \|E_1 \otimes I_\mathcal{A} (\rho) - E_2 \otimes I_\mathcal{A} (\rho)\|_1.
\]

The diamond norm of two superoperators is equivalent to that of the superoperators restricted on the subspace capturing the differences. Specifically, in a quantum program, the diamond norm of the superoperators derived from two commands is captured by the subspace of the registers mentioned in the commands. For example, the diamond norm of superoperators \( E_1 \) and \( E_2 \) acting on register \( q \) is \( \|E_1 - E_2\|_2 \), defined on the Hilbert space of \( q \). Thus it is not necessary to compute the diamond norm of the entire Hilbert space. The diamond norm is computable by an SDP solver [37].

**Lemma 6.12.** Let \( P \) be an ideal program in which every loop is \((a, n)\)-bounded, \( P' \) be a variation isomorphic to \( P \), and \( S \) be the SVTS of \( P \). Let \( r \) be the repetition function of \( P \) and \( l \in L \). Then, for any prime set \( \Pi \) of paths from \( l_{in} \) to \( l \), it holds that

\[
\|E_{\Pi} - E'_{\Pi}\|_2 \leq \sum_{r \in T_l} r (r) \|E_r - E'_r\|_2. \quad (6.2.7)
\]

**Proof.** Deferred to Appendix D.6. □

**Theorem 6.13.** Let \( P \) be an ideal program in which every loop is \((a, n)\)-bounded, \( P' \) be a variation isomorphic to \( P \), and \( S \) be the SVTS of \( P \). Let \( r \) be the repetition function of \( P \) and \( l \in L \). If \( O \) is an additive invariant for \( P \) at \( l \), then it is also an \( \epsilon \)-approximate additive invariant for \( P' \) at \( l \), where \( \epsilon = \sum_{r \in T_l} r (r) \|E_r - E'_r\|_2 \).

**Proof.** Deferred to Appendix D.7. □

**Example 6.3.** We illustrate this approach via \( \text{rus}_3 \) and \( \text{rus}'_3 \) programs. We utilize the notations in Example 6.2.

From above we know \( \models_{par} \{ \Theta \} \text{rus}_3 \{ O \} \). We can verify the while loop in \( \text{rus}_3 \) is \((0.375, 1)\)-bounded, thus the transition-bounding function is \( r(\tau_{0,0}) = 1, r(\tau_{0,0\text{out}}) = 1.6 \) and \( r(\tau_{0,0\text{out}}) = 1 \). Meanwhile, \( \|E_{\Pi} - N\|_2 \leq \|I - N\|_2 \), where \( N_i = (0.9I + 0.05X + 0.05Z) \), and \( X \) and \( Z \) are the channels applying \( X \) and \( Z \) operators. This diamond norm gives a bound to the difference of transition \( \tau_{0,0} \) as well.

Applying Theorem 6.13, we know the invariant \( O \) for \( \text{rus} \) at location \( l_{\text{out}} \) is an \( 0.260 \)-approximate additive invariant for \( \text{rus}' \). This constructs the \( \epsilon \)-partial correctness \( \models_{par, 0.260} \{ \Theta \} \text{rus}'_3 \{ O \} \).

### 6.3 Case study: Hamiltonian simulation with Trotter’s formula

In this section, we demonstrate how to verify the correctness of the quantum algorithms involving approximations. As a case study, we verify the error bound on the Trotter’s formula for the Hamiltonian simulation problem, in which we are given a Hamiltonian \( H = \sum_j \hat{H}_j \), aiming to simulate \( e^{-itH} \).

Using Trotter’s formula, we divide the time \( t \) into \( n \) steps, in each of which \( e^{-i\frac{t}{n}H} \) is applied for \( j = 1 \ldots L \) sequentially.

First we introduce a sub-program \( J \) and its ideal version \( K \) used in the main programs

\[
J \equiv q := \left( \prod_{j=1}^L e^{-i\frac{\theta}{n}H_j} \right) q, \quad K \equiv q := (e^{-it\frac{\pi}{n}H}) q.
\]

To clarify, \( J \) and \( K \) are abbreviations of the detailed clauses in the presentation, and do not work like procedures. Then the program \( TF \) (TrotterFormula) realizing the Trotter’s formula for a quantum state stored in \( q \), and the corresponding ideal isomorphic program \( HS \) are

\[
TF \equiv q := |0\rangle; \quad \text{while } M_{<n}|g\rangle = 1 \text{ do } j; j := \text{Inc}[g] \text{ done}, \quad HS \equiv q := |0\rangle; \quad \text{while } M_{<n}|g\rangle = 1 \text{ do } K; j := \text{Inc}[g] \text{ done},
\]

where \( M_{<n} = \sum_{j=0}^{n-1} |j\rangle\langle j|, \) \( g \in \mathcal{H}_{n+1} \), and \( \text{Inc} = |0\rangle\langle n| + \sum_{j=0}^{n-1} |j+1\rangle\langle j| \).

Since the counter on \( g \) increments in each step, the while loop is \((0, n)\)-bounded. The SVTS of \( TF \) and transition-bounding function of \( HS \) are given in Fig. 4. First we consider the program without auxiliary space. Because \( e^{-i\frac{\theta}{n}H} e^{-i\frac{\theta}{n}H} = e^{-i\frac{2\theta}{n}H} \) for all \( k \), and the behavior of operations on \( g \) are equivalent to resetting \( g \) to \( |n\rangle \), for any \( |\psi\rangle \), we have

\[
\models_{par} \{ I \otimes |\psi\rangle\langle\psi| \} HS \{ |n\rangle \otimes (e^{-i\frac{\theta}{n}H} |\psi\rangle \langle\psi| e^{i\frac{\theta}{n}H}) \}. \quad (6.3.1)
\]

By [10, Appendix F.3] and [6, Proposition 7], we have

\[
\|J\|_2 - \|K\|_2 \leq 2 \left( \frac{\Lambda N}{n} \right)^2 e^{\frac{L\Lambda}{n}}.
\]
where $\Lambda = \max_j \|H_j\|_{\infty}$. Thus, for any $|\psi\rangle$, it holds that $\|\text{par,}E\{I \otimes |\psi\rangle \langle \psi|\}TF\{|n\rangle \langle n| \otimes (e^{-itH}|\psi\rangle \langle \psi|e^{itH})\}| \leq \epsilon$, where $\epsilon = \frac{2\pi^2N^2\alpha^2}{n}$.  

7 Evaluations

In this section, we present the results of our numerical experiments.

7.1 Invariant generation by solving SDPs

Our first experiment is to compare the performance of computing the Hoare triples in space $\mathcal{H}$ and applying rule collapse to the master Hoare triple in the extended space $\mathcal{H} \otimes \mathcal{A}$. In particular, we measure the running time of invariant generation for RUS programs in Example 3.2, using the following methods.

1. Normal: solving the SDP in (4.2.6) with 1,000 random postconditions.

2. Master-collapse: solving the SDP in (5.2.1) with postcondition $\Phi_{\mathcal{H}, \mathcal{A}}$ for the master Hoare triple, followed by the application of rule collapse in (5.1.6) with the same 1,000 postconditions.

Our test cases are listed in Appendix E. We implement our methods using CVX, a MATLAB-based modeling system for convex optimization on iMac with Intel(R) Core(TM) i5-7500 Processor@3.4GHz and 16GB RAM. To demonstrate the reuse of master Hoare triples, we repeat the same program for $n = 1, 2, 7, 10$ times.

As shown in Table 1, we show that our master-collapse method significantly improves the running time over the normal method when calculating a large amount of triples of the same program. For example, our method achieves 51 times speedup for computing 1,000 random Hoare triples of 10 RUS$_2$, and 143 times speedup for RUS$_2$.

Our improvement is due to a preprocessing phase which contains all the information to derive any Hoare triple. Upon obtaining the master Hoare triple, a weakest precondition can be derived by applying a collapse operator $\mathcal{C}$, which can be computed by applying partial trace$^1$ and matrix multiplication. This collapse step is less time consuming than recomputing the SDP directly. On the contrary, using the normal method, preprocessing seems impossible, and thus we must construct an SDP for each postcondition.

For computing repeating programs, we expect that the speedup can be significantly better since we only need to compute $\mathcal{C}$ sequentially, though in practice the speedup may depend on the implementation of the SDP solver. On the other hand, using the normal method, since the invariants for a subprogram cannot be precomputed in general, one must construct a large SDP problem which contains all the constraints from every subprogram.

### 7.2 Approximate invariant generation

We present the significant efficiency advantages of our methods compared to accurate invariants calculation by experimenting their efficiencies and bounded errors on the Hamiltonian simulation problem. We set up the Hamiltonian simulation problem with 3 qubits and 5 steps. Two programs are evaluated: 1) the TF program introduced in Section 6.3. 2) HS$_{\text{Noisy}}$, where we add three random noise channels $N$. We benchmark our two methods in Section 6.2, and compare them with the accurate results.

---

1. We use the MATLAB program for computing partial trace at http://www.dr-qubit.org/matlab/TrX.m.
Invariant-based Verification of Quantum Programs

The experiment details can be found in Appendix E.3, and the benchmark results are in Table 2. The error bounds from superoperator distance bound method are larger than the bounds obtained from inductive offset tracking method in our experiments. For TF program, they provide similar error bounds. For HS\textsubscript{noisy} program, the superoperator distance bound methods gives much larger bounds, due to the fact that the noise channel affects largely on the diamond norm.
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A. Quantum information theory

This section is mostly taken from [19] with minor changes.

A.1 Basic definitions and notations

For any finite integer $n$, an $n$-dimensional Hilbert space $\mathcal{H}$ is essentially the space $\mathbb{C}^n$ of complex vectors. We use Dirac’s notation, $|\psi\rangle$, to denote a complex vector in $\mathbb{C}^n$. The inner product of two vectors $|\psi\rangle$ and $|\phi\rangle$ is denoted by $\langle \psi | \phi \rangle$, which is the product of the Hermitian conjugate of $|\psi\rangle$, denoted by $\langle \psi |$, and vector $|\phi\rangle$. The norm of a vector $|\psi\rangle$ is denoted by $\| |\psi\rangle \| = \sqrt{\langle \psi | \psi \rangle}$. We define (linear) operators as linear mappings between Hilbert spaces. Operators between $n$-dimensional Hilbert spaces are represented by $n \times n$ matrices. For example, the identity operator $I_n$ can be identified by the identity matrix on $\mathcal{H}$. The Hermitian conjugate of operator $A$ is denoted by $A^\dagger$. Operator $A$ is Hermitian if $A = A^\dagger$. The trace of an operator $A$ is the sum of the entries on the main diagonal, i.e., $\text{tr}(A) = \sum_i A_{ii}$. We write $\langle \psi | A | \psi \rangle$ to mean the inner product between $|\psi\rangle$ and $A|\psi\rangle$. A Hermitian operator $A$ is positive semidefinite (resp., positive definite) if for all vectors $|\psi\rangle \in \mathcal{H}$, $\langle \psi | A | \psi \rangle \geq 0$ (resp., $> 0$).

A.2 Quantum States

The state space of a quantum system is a Hilbert space. The state space of a qubit, or quantum bit, is a 2-dimensional Hilbert space. One important orthonormal basis of a qubit system is the computational basis with $|0\rangle = (1, 0)^T$ and $|1\rangle = (0, 1)^T$, which encode the classical bits 0 and 1 respectively. Another important basis, called the $\pm$ basis, consists of $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$ and $|-\rangle = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle)$. The state space of multiple qubits is the tensor product of single qubit state spaces. For example, classical 00 can be encoded by $|0\rangle \otimes |0\rangle$ (written $|00\rangle$) or even $|00\rangle$ for short) in the Hilbert space $\mathbb{C}^2 \otimes \mathbb{C}^2$. The Hilbert space for an $m$-qubit system is $(\mathbb{C}^2)^\otimes m \cong \mathbb{C}^{2^m}$.

A pure quantum state is represented by a unit vector, i.e., $|\psi\rangle$ with $\| |\psi\rangle \| = 1$. A mixed state can be represented by a classical distribution over an ensemble of pure states $\{(p_i, |\psi_i\rangle)\}_i$, i.e., the system is in state $|\psi_i\rangle$ with probability $p_i$.

One can also use density operators to represent both pure and mixed quantum states. A density operator $\rho$ representing the ensemble $\{(p_i, |\psi_i\rangle)\}_i$ is a positive semidefinite operator $\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i |$, where $|\psi_i\rangle \langle \psi_i |$ is the outer-product of $|\psi_i\rangle$; in particular, a pure state $|\psi\rangle$ can be identified with the density operator $\rho = |\psi\rangle \langle \psi |$. Note that $\text{tr}(\rho) = 1$ holds for all density operators. A positive semidefinite operator $\rho$ on $\mathcal{H}$ is said to be a partial density operator if $\text{tr}(\rho) \leq 1$. The set of partial density operators is denoted by $\mathcal{D}(\mathcal{H})$.

A.3 Quantum Operations

Operations on quantum systems can be characterized by unitary operators. An operator $U$ is unitary if its Hermitian conjugate is its own inverse, i.e., $U^\dagger U = UU^\dagger = I$. For a pure state $|\psi\rangle$, a unitary operator describes an evolution from $|\psi\rangle$ to $U|\psi\rangle$. For a density operator $\rho$, the corresponding evolution is $\rho \mapsto U \rho U^\dagger$. Common single-qubit unitary operators include

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad Z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.$$ (A.3.1)

The Hadamard operator $H$ transforms between the computational and the $\pm$ basis. For example, $H|0\rangle = |+\rangle$ and $H|1\rangle = |-\rangle$. The Pauli $X$ operator is a bit flip, i.e., $X|0\rangle = |1\rangle$ and $X|1\rangle = |0\rangle$. The Pauli $Z$ operator is a phase flip, i.e., $Z|0\rangle = |0\rangle$ and $Z|1\rangle = |-\rangle$.

More generally, the evolution of a quantum system can be characterized by an admissible superoperator $\mathcal{E}$, which is a completely-positive and trace-non-increasing linear map from $\mathcal{D}(\mathcal{H})$ to $\mathcal{D}(\mathcal{H}')$ for Hilbert spaces $\mathcal{H}, \mathcal{H}'$. A superoperator is positive if it maps from $\mathcal{D}(\mathcal{H})$ to $\mathcal{D}(\mathcal{H}')$ for Hilbert spaces $\mathcal{H}, \mathcal{H}'$. A superoperator $\mathcal{E}$ is $k$-positive if for any $k$-dimensional Hilbert space $\mathcal{A}$, the superoperator $\mathcal{E} \otimes I_\mathcal{A}$ is a positive map on $\mathcal{D}(\mathcal{H} \otimes \mathcal{A})$. A superoperator is said to be completely positive if it is $k$-positive for any positive integer $k$. A superoperator $\mathcal{E}$ is trace-non-increasing if for any initial state $\rho \in \mathcal{D}(\mathcal{H})$, the final state $\mathcal{E}(\rho) \in \mathcal{D}(\mathcal{H}')$ after applying $\mathcal{E}$ satisfies $\text{tr}(\mathcal{E}(\rho)) \leq \text{tr}(\rho)$.

For every superoperator $\mathcal{E} : \mathcal{D}(\mathcal{H}) \rightarrow \mathcal{D}(\mathcal{H}')$, there exists a set of Kraus operators $\{E_i\}_i$ such that $\mathcal{E}(\rho) = \sum_i E_i \rho E_i^\dagger$ for any input $\rho \in \mathcal{D}(\mathcal{H})$. Note that the set of Kraus operators is finite if the Hilbert space is finite-dimensional. The Kraus form of $\mathcal{E}$ is written as $\mathcal{E} = \sum_i E_i \otimes E_i^\dagger$. A unitary evolution can be represented by the superoperator $\mathcal{E} = U \otimes U^\dagger$. An identity operation refers to the superoperator $I_\mathcal{H} = I_\mathcal{H} \otimes I_\mathcal{H}$. The Schrödinger-Heisenberg dual of a superoperator $\mathcal{E} = \sum_i E_i \otimes E_i^\dagger$, denoted by $\mathcal{E}^*$, is another superoperator such that for every state $\rho \in \mathcal{D}(\mathcal{H})$ and any operator $A$, $\text{tr}(A \mathcal{E}(\rho)) = \text{tr}(\mathcal{E}^*(A) \rho)$. The Kraus form of $\mathcal{E}^*$ is $\sum_i E_i^\dagger \otimes E_k$.

A.4 Quantum Measurements

The way to extract information about a quantum system is called a quantum measurement. A quantum measurement on a system over Hilbert space $\mathcal{H}$ can be described by a set of linear operators $\{M_m\}_m$ with $\sum_m M_m^\dagger M_m = I_\mathcal{H}$. If we perform a measurement $\{M_m\}$ on a state $\rho$, the outcome $m$ is observed with probability $p_m = \text{tr}(M_m \rho M_m^\dagger)$ for each $m$. A major difference between classical and quantum computation is that a quantum measurement changes the state. In particular, after a measurement yielding outcome $m$, the state collapses to $M_m \rho M_m^\dagger / p_m$. For example, a measurement in the computational basis is described by $M = \{M_0 = |0\rangle \langle 0|, M_1 = |1\rangle \langle 1|\}$. If we perform the computational basis measurement $M$ on state $\rho = |+\rangle\langle +|$, then with probability $\frac{1}{2}$ the outcome is 0.
and $\rho$ becomes $|0\rangle\langle 0|$. With probability $\frac{1}{2}$ the outcome is 1 and $\rho$ becomes $|1\rangle\langle 1|$. 

B The syntax and the semantics of quantum programs

This section is mostly taken from [19] with minor changes.

B.1 Syntax

Let $\text{Var}$ be the set of quantum variables. The symbol $q$ represents a metavariable ranging over quantum variables and a quantum register $\bar{q}$ is a finite set of distinct variables. For each $q \in \text{Var}$, denote its state space by $\mathcal{H}_q$. The quantum register $\bar{q}$ is associated with the Hilbert space $\mathcal{H}_{\bar{q}} = \bigotimes_{q \in \bar{q}} \mathcal{H}_q$. If $\text{type}(q) = \text{Bool}$ then $\mathcal{H}_q$ is the Hilbert space with basis $\{|0\rangle, |1\rangle\}$. If $\text{type}(q) = \text{Int}$ then $\mathcal{H}_q$ has the basis $\{|n\rangle : n \in \mathbb{Z}\}$.

The syntax of a quantum while program $P$ is defined as follows.

$$P ::= \text{skip} \mid q := |0\rangle \mid \bar{q} := U[\bar{q}] \mid P_1;P_2 \mid \begin{aligned} & \text{case } M[\bar{q}] = m \rightarrow P_m \text{ end } \mid \\ & \text{while } M[\bar{q}] = 1 \text{ do } P_1 \text{ done}. \end{aligned} \quad (B.1.1)$$

The language constructs above are similar to their classical counterparts. (1) $\text{skip}$ does nothing. (2) $q := |0\rangle$ sets quantum variable $q$ to the basis state $|0\rangle$. (3) $\bar{q} := U[\bar{q}]$ applies the unitary $U$ to the qubits in $\bar{q}$. (4) Sequencing has the same behavior as its classical counterpart. (5) case $M[\bar{q}] = m \rightarrow P_m \text{ end}$ performs the measurement $M = \{M_m\}$ on the qubits in $\bar{q}$, and executes program $P_m$ if the outcome of the measurement is $m$. The bar over $m \rightarrow P_m$ indicates that there may be one or more repetitions of this expression. (6) while $M[\bar{q}] = 1 \text{ do } P_1 \text{ done}$ performs the measurement $M = \{M_0,M_1\}$ on the qubits in $\bar{q}$, and executes $P_1$ if measurement produces the outcome corresponding to $M_1$ or terminates if measurement produces the outcome corresponding to $M_0$.

We highlight two differences between quantum and classical while languages: (1) Qubits may only be initialized to the basis state $|0\rangle$. There is no quantum analogue for initialization to any expression (i.e. $x := e$) because of the no-cloning theorem of quantum states. Any state $|\psi\rangle \in \mathcal{H}_q$ however, can be constructed by applying some unitary $U$ to $|0\rangle$. (2) Evaluating the guard of a case statement or loop, which performs a measurement, potentially disturbs the state of the system.

B.2 Operational Semantics

The operational semantics of the quantum while-language are presented in Figure 5a. $(P, \rho) \rightarrow (P', \rho')$, where $(P, \rho)$ and $(P', \rho')$ are quantum configurations. In configurations, $P$ (or $P'$) could be a quantum program or the empty program $E$, and $\rho$ and $\rho'$ are partial density operators representing the current state. Intuitively, in one step, we can evaluate program $P$ on input state $\rho$ to program $P'$ (or $E$) and output state $\rho'$. In order to present the rules in a non-probabilistic manner, the probabilities associated with each transition are encoded in the output partial density operator. In the Initialization rule, the superoperators $E^{\text{bool}}_{q \rightarrow m}(\rho)$ and $E^{\text{int}}_{q \rightarrow m}(\rho)$, which initialize the variable $q$ in $\rho$ to $|0\rangle\langle 0|$, are defined by $E^{\text{bool}}_{q \rightarrow m}(\rho) = |0\rangle\langle 0|\rho |0\rangle\langle 0| + |0\rangle\langle 1|\rho|1\rangle\langle 0|$ and $E^{\text{int}}_{q \rightarrow 0}(\rho) = \sum_{n=-\infty}^{\infty} |0\rangle\langle n|\rho|n\rangle\langle 0|$. Here, $|\psi\rangle_q\langle \phi|$ denotes the outer product of states $|\psi\rangle$ and $|\phi\rangle$ associated with variable $q$; that is, $|\psi\rangle$ and $|\phi\rangle$ are in $\mathcal{H}_q$ and $|\psi\rangle_q\langle \phi|$ is a matrix over $\mathcal{H}_q$. It is a convention in the quantum information literature that when operations or measurements only apply to part of the quantum system (e.g., a subset of quantum variables of the program), one should assume that an identity operation is applied to the rest of quantum variables. The identity operation is usually omitted for simplicity.

We do not explain the rules in detail, but hope their meaning is self-evident given the description of the language in Section B.1.

B.2.1 Denotational Semantics

The denotational semantics of a quantum while program is given in Figure 5b (with more details in Ying [41, 42]). It defines $\llbracket P \rrbracket$ as a superoperator on $\rho \in \mathcal{H}_{\text{Var}}$. The semantics of each term is given compositionally. We write while$(k)$ for the kth syntactic approximation (i.e., unrolling) of while and $\downarrow$ for the least upper bound operator in the complete partial order generated by Löwner comparison. We connect the denotational semantics to the operational semantics through the following proposition.

Proposition B.1 ([42]). For any program $P$

$$\llbracket P \rrbracket \rho \equiv \sum \{|\rho' : \langle P, \rho \rangle \rightarrow^* \langle E, \rho' \rangle|\}, \quad (B.2.1)$$

where $\rightarrow^*$ is the reflexive, transitive closure of $\rightarrow$ and $\{| : |\}$ denotes a multi-set.

In short, the meaning of running program $P$ on input state $\rho$ is the sum of all possible output states, weighted by their probabilities.

C Summary of notations

We summarize the notations used in this paper in Table 3.
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We prove the claim by induction on the proof of Lemma 4.3.

D.1 Proof of Lemma 4.3

Proof of Lemma 4.3. We prove the claim by induction on the structure of \( S \).

1. For \( S = \text{skip} \), \( \bar{q} := U[q], q := |0\rangle \): the claim is straightforward since \( \Pi = \left\{ iS \right\} \).

2. For \( S \equiv S_1; S_2 \); let \( \Pi_i \) be the set of prime paths of SVTS defined by \( S_i \) for \( i \in \{1, 2\} \). Since the only incoming
location to $l_{in}^S$ is $l_{out}^S$, the set of prime paths $\Pi$ defined by $S$ is

$$\Pi = \{ l_{in}^S \xrightarrow{\pi_1} l_{in}^S \xrightarrow{\pi_2} l_{in}^S \xrightarrow{\pi_3} l_{out}^S : \pi_1 \in \Pi_1, \pi_2 \in \Pi_2 \}.$$  \hspace{1cm} (D.1.1)

Thus by the inductive hypothesis,

$$E_{\Pi_l}(\rho) = \sum_{\pi_1 \in \Pi_1} E_{\pi_1}(\rho) = [S_l](\rho) \hspace{1cm} (D.1.2)$$

for every state $\rho$, we know that

$$E_{\Pi_m}(\rho) = \sum_{\pi_m \in \Pi_m} E_{\pi_m}(\rho) [S_m](\rho) = \|S_m\|([\rho]), \hspace{1cm} (D.1.3)$$

where $E_{\Pi_m}(\rho)$ is the set of prime paths from $l_{in}^S$ to $l_{out}^S$ for $S$ is then

$$\Pi = \{ l_{in}^S \xrightarrow{\pi_m} l_{in}^S \xrightarrow{\pi_m} l_{in}^S \xrightarrow{\pi_m} l_{out}^S : \forall m, \pi_m \in \Pi_m \}.$$  \hspace{1cm} (D.1.4)

Then by the inductive hypothesis, since

$$E_{\Pi_m}(\rho) = \sum_{\pi_m \in \Pi_m} E_{\pi_m}(\rho) [S_m](\rho), \hspace{1cm} (D.1.5)$$

we know that

$$E_{\Pi}(\rho) = \sum_{\pi_m \in \Pi_m} \sum_{\pi_m \in \Pi_m} M_m E_{\pi_m}(\rho) M_m^\dagger = \sum_{\pi_m \in \Pi_m} M_m [S_m](\rho) M_m^\dagger.$$  \hspace{1cm} (D.1.6)$$

By (D.1.7), the set can also be recursively written as

$$\Pi^{(k+1)} = \{ l_{in}^S \xrightarrow{\pi_m} l_{in}^S \xrightarrow{\pi_m} l_{in}^S \xrightarrow{\pi_m} l_{out}^S : \pi \in \Pi_1, \pi \in \Pi^{(k)} \}.$$  \hspace{1cm} (D.1.8)

By the inductive hypothesis, $\sum_{\pi \in \Pi_1} E_{\pi_1}(\rho) = [S_1](\rho)$.

The set $\Pi = \cup_{i=0}^{\infty} \Pi^{(k)}$. We show that $E_{\Pi^{(k)}}(\rho) = \sum_{k=0}^{\infty} M_0 E^k(\rho) M_0^\dagger$ for each $k \in \mathbb{N}$ and $E(\rho) = [S_0][M_0^\dagger M_0]$. The base case $k = 0$ is straightforward since $\Pi^{(0)} = \{ l_{in}^S \xrightarrow{M_0} l_{out}^S \}$. Suppose that the statement holds for $k = n$.

$$E_{\Pi^{(n+1)}}(\rho) = \sum_{\pi \in \Pi_1 \pi \in \Pi^{(n)}} E_{\pi}([S_0][M_0^\dagger M_0^\dagger]) = \sum_{\pi \in \Pi_1 \pi \in \Pi^{(n)}} E_{\pi}([S_0][M_0^\dagger M_0]) = \sum_{\pi \in \Pi_1 \pi \in \Pi^{(n)}} E_{\pi}([S_0][M_0^\dagger M_0]) = \sum_{i=0}^{k+1} M_0 E^i(\rho) M_0^\dagger.$$  \hspace{1cm} (D.1.9)

Taking $k \to \infty$, we conclude the proof.

\hfill \Box

### D.2 Proof of Theorem 4.4

**Proof of Theorem 4.4.** By definition, the set of prime paths from $l_{in}^S$ to $l_{out}^S$ is

$$\Pi = \{ \pi : l_{in}^S \xrightarrow{\pi} l_{out}^S : l_{out}^S \}$$

By the definitions of additive invariant and partial correctness, it suffices to show that $E_{\Pi} = [S]$. By Lemma 4.3, we conclude the proof.

\hfill \Box

### D.3 Solving the SDP in Example 3.2

In this section, we derive an analytic solution to the SDP problem in (4.2.6). In Figure 1, we take $l_0, l_1, l_2$ to be our cut-points. The SDP problem corresponding to $RUS$ can be formulated using Invariant-SDP 4.1. The positive semidefinite constraints are

$$O_0 \subseteq \text{rst}^+(W^\top O_1 W),$$

and

$$O_1 \subseteq M_0^\dagger O_2 M_0 + M_1^\dagger W \top V O_1 V M_1,$$

where $V := W R W^\top = V^\top$ and $\text{rst} = [\rho := [0^m]]^\top$.

We show that $(O_1, O_2) = ([\Psi \chi \chi] + [\Psi^\top \chi \chi], [\Psi \chi \chi])$ is a solution to (D.3.2) and the equality holds. In the 2-dimensional subspace span $\{[\Psi], [\Psi^\top]\}$, the unitary $V$ is a reflection about the state

$$|\gamma\rangle = \sqrt{p}|\Psi\rangle + \sqrt{1- p}|\Psi^\top\rangle.$$  \hspace{1cm} (D.3.3)

Therefore $V^\top ([\Psi \chi \chi] + [\Psi^\top \chi \chi]) V = [\Psi \chi \chi] + [\Psi^\top \chi \chi]$. Then the equality holds since

$$[\Psi \chi \chi] + M_0^\dagger V^\top ([\Psi \chi \chi] + [\Psi^\top \chi \chi]) V M_1 = [\Psi \chi \chi] + M_0^\dagger ([\Psi \chi \chi] + [\Psi^\top \chi \chi]) M_1$$

$$= [\Psi \chi \chi] + [\Psi^\top \chi \chi].$$  \hspace{1cm} (D.3.4)

Next we show that

$$(O_0, O_1) = (I_m \otimes [\psi \chi | \Psi\rangle + [\Psi^\top \chi \chi])$$

(D.3.5)
is a solution to (D.3.1). First we observe that
\[ W^\dagger(|\Psi\rangle\langle\psi| + |\Psi^+\rangle\langle\Psi^+|)W \]
\[ = W^\dagger(|\Psi|\langle\Psi| + |\Psi^+|\langle\Psi^+|)W \]
\[ = (|0\rangle\langle0| + W^\dagger|\Psi^+\rangle\langle\Psi^+|W), \]
where \(|\Psi^+\rangle := -\sqrt{1 - \rho}|\Psi\rangle + \sqrt{\rho}|\Psi^+\rangle\), because
\[ \text{span}\{|\Psi\rangle, |\Psi^+\rangle\} = \text{span}\{|\Psi^+\rangle\}. \] (D.3.6)

Then we have
\[ \text{rst}^*((0^m, |\psi\rangle\langle0^m|(|\Psi^+\rangle\langle\Psi^+|W) \]
\[ = I_m \otimes (0^m \otimes I)(|0^m, \psi\rangle\langle0^m, \psi| \]
\[ + W^\dagger|\Psi^+\rangle\langle\Psi^+|W)(0^m \otimes I) \]
\[ = I_m \otimes |\psi\rangle\langle\psi|. \] (D.3.8)

Finally the solution implies that
\[ \{I_m \otimes |\psi\rangle\langle\psi|\} \text{RUS}\{0^m, U|\psi\rangle\langle0^m, U|\psi|\}, \] (D.3.10)
the intuition to which is provided as follows: to yield a quantum state \(0^m, U|\psi\rangle\) that satisfies the postcondition \(0^m, U|\psi\rangle\langle0^m, U|\psi|\), the input state must be any quantum state of the form \(\rho_p \otimes |\psi\rangle\langle\psi|\), since the reset command resets \(\rho\) to the zero state, and the semantics of the while loop, along with the initial application of \(W\), is a unitary \(U\) when the state on \(p\) is a zero state.

D.4 Proof of Lemma 5.4

First we recall some facts which will be used in the proof of Lemma 5.4.

Fact D.1 ([39]). The maximally entangled state \(|\Phi\rangle\) and the Choi-Jamiolkowski isomorphism satisfies the following properties:

1. \( (M \otimes I)|\Phi\rangle = (M \otimes M^T)|\Phi\rangle\), \((I \otimes M)|\Phi\rangle = (M^T \otimes I)|\Phi\rangle, \forall M; \) (D.4.1)
2. \( E(\rho) = \text{tr}_H (J(\mathcal{E})|I_H \otimes \rho^T|), \forall \rho \in \mathcal{D}(\mathcal{H}); \) (D.4.3)
3. \( J(E^\dagger) = (J(E))^T, \text{ for any channel } E. \) (D.4.4)

Now we prove the lemma.

Proof of Lemma 5.4.

1. By definition \(\mathcal{C}_R(\cdot)\) is a completely positive map due to, e.g., [39, Theorem 2.22]. Thus,
\[ \mathcal{C}_R(\mathcal{P} - \mathcal{Q}) \subseteq 0 \Rightarrow \mathcal{C}_R(\mathcal{P}) \subseteq \mathcal{C}_R(\mathcal{Q}). \]
2. By definition, we have
\[ \mathcal{C}_R(\Phi) = d_H \text{tr}_A((I_H \otimes \sqrt{R^T})|\Phi\rangle\langle\Phi|) \]
\[ = d_H \text{tr}_A((\sqrt{1} \otimes I_A)|\Phi\rangle\langle\Phi|) \]
\[ = R, \] (D.4.5)
where the second equality holds by (D.4.2).

3. This follows from the cyclic property of the partial trace when the operator (in our case, \(I_H \otimes \sqrt{R} \otimes \sqrt{R} \otimes \sqrt{R} \)) acts as the identity on the non-traced subspaces (see, e.g., [25, Section 5.1]).

□

D.5 Proof of Lemma 5.6

Proof of Lemma 5.6. By (5.1.4), we know that
\[ \text{wp.s. } \Phi = \mathcal{F}([\|S\|]\mathcal{F}) = [\|S\|\mathcal{F}] \Phi. \] (D.5.1)
Applying the map \(\mathcal{C}_Q(\cdot)\), we have
\[ \mathcal{C}_Q(\mathcal{F}([\|S\|]\mathcal{F})) \]
\[ = \mathcal{C}_Q([\|S\|\mathcal{F}] \Phi) \]
\[ = d_H \text{tr}_A((I_H \otimes \sqrt{Q^T})([\|S\|\mathcal{F}] \Phi)(I_H \otimes \sqrt{Q^T})) \]
\[ = d_H [\|S\|\mathcal{F}] \text{tr}_A((I_H \otimes \sqrt{Q^T})\Phi(I_H \otimes \sqrt{Q^T})) \]
\[ = [\|S\|\mathcal{F}] \mathcal{C}_Q(\Phi) = [\|S\|\mathcal{F}] \Phi. \] (D.5.3)

Since the equality holds, \(\mathcal{C}_Q(\mathcal{F}([\|S\|]\mathcal{F}))\) is the weakest precondition. It remains to show that the equality in (D.5.2) holds. Let \([\|S\|] = \sum_k E_k \otimes E_k^\dagger\) be the Kraus form. We have
\[ \text{tr}_A((I_H \otimes \sqrt{Q^T})([\|S\|\mathcal{F}] \Phi)(I_H \otimes \sqrt{Q^T})) \]
\[ = \sum_k \text{tr}_A((E_k \otimes \sqrt{Q^T})\Phi(E_k^\dagger \otimes \sqrt{Q^T})) \]
\[ = \sum_k \sum_i \left( E_k^\dagger \otimes \langle i|\sqrt{Q^T} \rangle \Phi \left( E_k^\otimes \langle i|\sqrt{Q^T} \rangle \right) \right) E_k \]
\[ = \sum_k \left[ \text{tr}_A((I_H \otimes \sqrt{Q^T})\Phi(I_H \otimes \sqrt{Q^T})) \right] E_k \]
\[ = [\|S\|\mathcal{F}] \left( \text{tr}_A((I_H \otimes \sqrt{Q^T})\Phi(I_H \otimes \sqrt{Q^T})) \right) \] (D.5.4)

□

D.6 Proof of Lemma 6.12

Proof of Lemma 6.12. Before we start our proof, we introduce several handy inequalities.

• For any density operator $\rho$, superoperators $E, E', E_1, E_1', \ldots, E_k$, note that if $l$ is not in current SVTS, the second inequality is meaningless, and we ignore it. Here we start induction.

- $P \equiv \text{case } M[q] = m \to P_m$ end: In this case, any path $\pi$ in a prime path set $P$ from $l_{in}$ to $l_{out}$ starts with a choice of branches. Denote $O$ the set of transitions out going from $l_{in}$, $\Pi = \{ \pi : \pi = l_{in} r_1 \cdots \}$, and $V(\pi)$ the path without the first transition. Any transition $r \in O$ can reach the entry of corresponding subprogram, so it can reach $l_{out}$. For each branch, the proof of the sequential case applies here. Thus for any $\rho \in \mathcal{H} \otimes \mathcal{A}$,
applying the inequality D.6.1,

\[
\sum_{\pi \in \Pi} \left\| E_{\pi}(\rho) - E'_{\pi}(\rho) \right\|_1 \\
= \sum_{\tau \in \text{Out}} \sum_{\pi \in \Pi} \left\| E_{\pi}(\rho) - E'_{\pi}(\rho) \right\|_1 \\
\leq \sum_{\tau \in \text{Out}} \sum_{\pi \in \Pi} \left\| E_{V(\pi)}(E_{\pi}(\rho)) - E'_{V(\pi)}(E'_{\pi}(\rho)) \right\|_1 \\
\leq 2 \sum_{\tau \in \mathcal{T}} r(\tau) \left\| E_{\tau} - E'_{\tau} \right\|_o. 
\]

As for the second inequality, we find the branch in which \( l \) locates, then the corresponding first transition \( \tau \) in any path to \( l \) is the only new transition in \( \mathcal{T}_l \). By similar argument as above, we can show the correctness.

\( \bullet \) \( P \equiv \text{while } M[q] = 1 \text{ do } Q \text{ done.} \) Let \( \tau_0 \) be the transition with measurement result 0 starting from \( l_{in} \), and \( \tau_1 \) be the one with measurement result 1. If \( l \neq l_{out} \), because it forms a loop, every transition except the transition \( \tau_0 \) with \( M_0 \) is in \( \mathcal{T}_l \). If \( l = l_{out} \), \( \mathcal{T}_l = \mathcal{T} \). We assume the loop is \((a,n)\)-bounded. For any path \( \pi \) in any prime path set \( \Pi \), we let \( C(\pi,k) \) be the prefix of \( \pi \) that reaches \( l_{in}^{(k)} \) in exactly \( k \) times, \( h(\pi) \) be the number of \( l_{in}^{(k)} \) in path \( \pi \), and \( h(\Pi) = \max_{\pi \in \Pi} h(\pi) \). Set \( r(\pi) = \frac{a}{h(\Pi)} f^{(Q)}(\pi) \). First we show that, for any \( k \geq 0 \), we have for any prime \( \Pi \) with paths starting from \( l_{in} \) such that \( h(\Pi) \leq k \), and for any density operator \( \rho \in \mathcal{H} \otimes \mathcal{A} \), the following inequality holds

\[
\sum_{\pi \in \Pi} \left\| E_{\pi}(\rho) - E'_{\pi}(\rho) \right\|_1 \\
\leq 2 \left\| E_{\tau_0} - E'_{\tau_0} \right\|_o + 2k \left\| E_{\tau_1} - E'_{\tau_1} \right\|_o \\
+ 2 \sum_{\tau \in \mathcal{T} \setminus \{\tau_0, \tau_1\}} k f^{(Q)}(\tau) \left\| E_{\tau} - E'_{\tau} \right\|_o. 
\]

We employ induction here. The base case is \( k = 0 \), so the only possible path is \( \pi_0 = (\tau_0) \), and the basic inequality holds. Then we assume that the inequality holds for \( k-1 \). Consider \( U(\Pi) = \{C(\pi,1) : \pi \in \Pi\} \). We can apply arguments similar to the sequential case to show the correctness, by bounding the terms in \( U(\Pi) \) using the inequality (D.6.3) for \( Q \), and bounding the rest terms using the inductive hypothesis. Now we show the correctness of the inequality (D.6.3) for the while case. We employ induction on \( \lfloor \frac{h(\Pi)-1}{n} \rfloor \) to prove that for any density operator \( \rho \), there is

\[
\sum_{\tau \in \mathcal{T}} \left\| E_{\tau}(\rho) - E'_{\tau}(\rho) \right\|_1 \leq 2 \sum_{\tau \in \mathcal{T}} r(\tau) \left\| E_{\tau} - E'_{\tau} \right\|_o. 
\]

For the base case, where \( h(\Pi) < n \), it is indeed the above inequality (D.6.10). We assume that the inequality holds for \( k-1 \). The definition of \((a,n)\)-boundedness shows that if \( E_{\text{bound}}(\rho) = \sum_{\Pi}(M_1 \rho M_1^\dagger) \), for any density operator \( \rho \in \mathcal{H} \otimes \mathcal{A} \), there is

\[
\text{tr}(M_1 E_{\text{bound}}(\rho) M_1^\dagger) \leq \text{tr}(M_1 \rho M_1^\dagger) \leq a. 
\]

Set \( U(\Pi) = \{C(\pi,1) : \pi \in \Pi\} \), so there is

\[
\sum_{\pi \in U(\Pi)} \text{tr}[E_{\pi}(\rho)] \leq \text{tr}[E_{\text{bound}}(\rho)] \leq a. 
\]

Thus for any \( \rho \in \mathcal{H} \otimes \mathcal{A} \):

\[
\sum_{\pi \in \Pi} \left\| E_{\pi}(\rho) - E'_{\pi}(\rho) \right\|_1 \\
\leq \sum_{\pi_0 \in U(\Pi)} 2 \left\| E_{\pi_0} - E'_{\pi_0} \right\|_o \\
+ 2 \sum_{\pi \in U(\Pi)} \text{tr}[E_{\pi}(\rho)] \sum_{\pi_0 \in V(\Pi,\pi_0)} \left\| E_{V(\Pi,\pi_0)} - E'_{V(\Pi,\pi_0)} \right\|_o \\
\leq 2 \sum_{\pi_0 \in U(\Pi)} \left\| E_{\pi_0} - E'_{\pi_0} \right\|_o \\
+ 2 \left( \sum_{\pi_0 \in U(\Pi)} \text{tr}[E_{\pi_0}(\rho)] \right) \sum_{\tau \in \mathcal{T}} r(\tau) \left\| E_{\tau} - E'_{\tau} \right\|_o \\
\leq 2n \left\| E_{\tau_1} - E'_{\tau_1} \right\|_o + \sum_{\tau \in \mathcal{T}} 2n f^{(Q)}(\tau) \left\| E_{\tau} - E'_{\tau} \right\|_o \\
\leq 2 \sum_{\tau \in \mathcal{T}} r(\tau) \left\| E_{\tau} - E'_{\tau} \right\|_o. 
\]

Maximizing it over \( \rho \in \mathcal{H} \otimes \mathcal{A} \) gives the result for while case.

Thus we have the final result. \( \square \)

D.7 Proof of Theorem 6.13

Proof of Theorem 6.13. Since the operations are linear, we may consider an arbitrary normalized state \( \rho \). We claim that for any density operator \( \rho \in \mathcal{D}(\mathcal{H}) \) with unit trace, and prime path set \( \Pi \) with paths from \( l_{in} \) to \( l \), we claim that

\[
\text{tr}[\Theta \rho] \leq 1 - \text{tr}[E_{\Pi}(\rho)] + \text{tr}[E_{\Pi}^o(\rho)] + \left\| E_{\Pi} - E'_{\Pi} \right\|_o. 
\]
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To prove this claim, we start from the definition of invariant without approximation, which gives:

\[
\text{tr}(\Theta) \leq \text{tr}(\mathcal{E}_\Pi(\rho)) + \text{tr}(\mathcal{O}\mathcal{E}_\Pi(\rho))
= 1 + \text{tr}((O - I)\mathcal{E}_\Pi(\rho)) + \text{tr}((O - I)(\mathcal{E}_\Pi(\rho) - \mathcal{E}_\Pi(\rho)))
\leq 1 - \text{tr}(\mathcal{E}_\Pi(\rho)) + \text{tr}(\mathcal{O}\mathcal{E}_\Pi(\rho)) + \|\mathcal{E}_\Pi(\rho) - \mathcal{E}_\Pi(\rho)\|_1
\leq 1 - \text{tr}(\mathcal{E}_\Pi(\rho)) + \|\mathcal{E}_\Pi(\rho) - \mathcal{E}_\Pi(\rho)\|_0.
\]

(D.7.2)  
(D.7.3)  
(D.7.4)  
(D.7.5)

This gives the proof of the claim. Then directly applying Lemma 6.12 shows the correctness of the theorem. □

D.8 Proof of Lemma 6.8

Proof of Lemma 6.8. We claim that for any finite prime path set \( \Pi \) starting at \( l_{in} \), there is

\[
\sum_{\pi \in \Pi} E_{\pi}^*(I - \eta(l_{in})) \subseteq I - \eta(l_{in}) + \sum_{\pi \in P(\Pi)} E_{\pi \setminus \{\tau\}}^*(\delta_{\tau_{in}} I).
\]

(D.8.1)

Here for path \( \pi \), \( P(\pi) \) is the set of \( \pi \)'s non-empty prefixes, and \( P(\Pi) = \cup_{\pi \in P(\pi)} P(\pi) \). \( \tau_{in} \) is the ending transition in the path \( \pi \), and \( \pi \setminus \{\tau_{in}\} \) the path \( \pi \) without the last transition.

Following [44], we define the length of the path as \( h(\pi) \), and \( h(\pi) = \max_{\pi \in P(\pi)} h(\pi) \). We prove this result by induction on \( h(\Pi) \). For the base case, \( h(\Pi) = 0 \), hence \( \Pi = \emptyset \). By \( 0 \subseteq \eta(l_{in}) \subseteq I \), the inequality holds. Now consider the case that \( h(\Pi) = k + 1 \). Then \( \Pi \) can be decomposed as \( \Pi = \Delta \cup (\cup_{h(\sigma) = k + 1} \Pi_\sigma) \), where \( h(\Delta) = k \), \( \sigma \) is a valid path, and \( \Pi_\sigma \subseteq \Pi \) contains all the paths whose prefix is \( \sigma \). For any \( \sigma \), we have

\[
I - \eta(l_{in}) \supseteq \sum_{\pi \in P(\Pi)} E_{\pi}^*(I - \eta(l_{in}))
\subseteq \sum_{\pi \in P(\Pi)} E_{\pi}^*(I - \eta(l_{in}))
\subseteq \sum_{\pi \in P(\Pi)} (E_{\pi}^*(I - \eta(l_{in})) - \delta_{\tau_{in}} I).
\]

(D.8.2)  
(D.8.3)  
(D.8.4)

By inductive hypothesis, we know

\[
I - \eta(l_{in}) \supseteq \sum_{\pi \in P(\Pi)} E_{\pi}^*(I - \eta(l_{in})) + \sum_{\pi \in P(\Pi)} E_{\pi}^*(I - \eta(l_{in}))
- \sum_{\pi \in P(\Delta \cup \Pi_\sigma)} E_{\pi}^*(\delta_{\tau_{in}} I)
\supseteq \sum_{\pi \in P(\Pi)} E_{\pi}^*(I - \eta(l_{in})) - \sum_{\pi \in P(\Pi)} E_{\pi}^*(\delta_{\tau_{in}} I)
- \sum_{\pi \in P(\Pi \setminus \{\tau\})} E_{\pi}^*(\delta_{\tau_{in}} I)
\supseteq \sum_{\pi \in P(\Pi \setminus \{\tau\})} E_{\pi}^*(I - \eta(l_{in})) - \sum_{\pi \in P(\Pi)} E_{\pi}^*(\delta_{\tau_{in}} I).
\]

(D.8.5)  
(D.8.6)  
(D.8.7)  
(D.8.8)

Then we show for any \( l \), any finite prime path set \( \Pi \) from \( l_{in} \) to \( l \), there is

\[
\sum_{\pi \in P(\Pi)} E_{\pi}^*(I - \eta(l_{in})) \subseteq \sum_{\pi \in P(\Pi)} E_{\pi}^*(I - \eta(l_{in}))
\supseteq \sum_{\pi \in P(\Pi \setminus \{\tau\})} E_{\pi}^*(\delta_{\tau_{in}} I).
\]

(D.8.9)

Following the definition of repetition function, we prove it by inductino on the generation of SVTS. In the proof of Lemma 6.12, we have showed \( T_{\text{out}} = \mathcal{T} \) within the generation of SVTS. Notice that if we retrieve the final observable of the inductive assertion map for the intermediate locations in the generation, it still keeps the property of inductive assertion map in the intermediate state, so we can apply it with our generation.

- \( P \equiv \text{skip}, \ q := U[q], \ q := \{0\} \): There is one transition, so the inequality holds naturally.
- \( P \equiv P_1; P_2 \): Let \( S_1, S_2 \) be the SVTSs for \( P_1, P_2 \), and \( r_1, r_2 \) be the repetition functions for \( P_1, P_2 \). If \( l \in L_1 \), then inductive hypothesis concludes it. To prove the inequality when \( l \in L_2 \), consider a prime path set \( \Pi \). For any \( \pi \in \Pi \), there is only one occurrence of \( l_{out}^P \). We divide the path set with \( l_{out}^P \). Let \( \Pi = \Delta \cup (\cup_{\sigma \in \Sigma \Pi_\sigma}) \), where \( \Sigma \) is the prefixes of \( \Pi \) ending at \( l_{out}^P \), and \( \Pi_\sigma \subseteq \Pi \) is set of paths whose prefixes include \( \sigma \), and deleting \( \sigma \) at the beginning. Then for any \( \sigma \), by the inductive hypothesis in \( S_2 \), there is

\[
\sum_{\pi \in P(\Pi_\sigma)} E_{\pi}^*(\delta_{\tau_{in}} I)
\supseteq \sum_{\pi \in P(\Pi_\sigma)} E_{\pi}^*(\delta_{\tau_{in}} I) - r'(\pi_{\sigma})\delta_{\tau_{in}} E_{\pi}^*(I).
\]

(D.8.10)  
(D.8.11)
With the inductive hypothesis in $S_1$, we get
\[ \sum_{\pi \in \Pi} E_{\pi \setminus \{\tau_1\}}^\pi (\delta_{\tau_1} I) \quad (D.8.12) \]
\[ \subseteq \sum_{\pi \in \Pi} \sum_{\sigma \in \Sigma} E_{\pi \setminus \{\tau_1\}}^\pi E_{\pi}^\sigma (\delta_{\tau_1} I) \]
\[ \subseteq \sum_{\tau \in \tau} r_1^\tau (\delta_1 I) \quad (D.8.13) \]
\[ \sum_{\tau \in \tau} r^\tau (\delta_1 I). \quad (D.8.15) \]

- **P ∋ case $M[q] = m \rightarrow P_m$ end**: In this case, any path $\pi$ in a prime path set $\Pi$ from $l_{in}$ to $l_{out}$ starts with a choice of branches. If $l = l_{in}$, then the inequality holds trivially. If $l \notin \{l_{in}, l_{out}\}$, then with it is the same case as sequential case. Thus the only non-trivial case is $l = l_{out}$. Denote the set of transitions outgoing from $l_{in}$ as $Out$, the subset of $\Pi$ with path starting with $\tau$ as $\Pi_\tau$. We delete the first occurrence of $\tau$ in $\Pi_\tau$ for convenience. Hence
\[ \sum_{\pi \in \Pi} E_{\pi \setminus \{\tau_1\}}^\pi (\delta_{\tau_1} I) \]
\[ \subseteq \sum_{\tau \in Out} E_{\tau}^\pi \left( \sum_{\pi \in \Pi_\tau} E_{\pi \setminus \{\tau_1\}}^\pi (\delta_{\tau_1} I) \right) \quad (D.8.17) \]
\[ \subseteq \sum_{\tau \in \tau} r^\tau (\delta_1 I). \quad (D.8.18) \]

- **P ∋ while $M[q] = 1$ do $Q$ done**: Similar to the corresponding case in Lemma 6.12, we let $\tau_1$ be the transition with measurement result 0 starting from $l_{in}$ and $\tau_1$ be the one with measurement result 1. We let $C(\pi, k)$ be the prefix of $\pi$ that reaches $l_{in}^Q$ for exactly $k$ times, $h(\pi)$ be the number of $l_{in}^Q$ in path $\pi$, and $h(\Pi) = \max_{\pi \in \Pi} h(\pi)$.

First we show that, for any $k \geq 0$, we have for any prime $\Pi$ with paths starts from $l_{in}$ such that $h(\Pi) \leq k$, there is
\[ \sum_{\pi \in \Pi} E_{\pi \setminus \{\tau_1\}}^\pi (\delta_{\tau_1} I) \subseteq \delta_{\tau_1} + k \delta_1 \sum_{\tau \in \tau} E_{\tau}^\pi (\delta_{\tau_1} I) \quad (D.8.19) \]

This inequality is the same as the sequential case applying for $k$ times. Then we move on to the main inequality. We employ induction on $\frac{h(\Pi) - 1}{n}$ to prove that for any prime path set $\Pi$, there is
\[ \sum_{\pi \in \Pi} E_{\pi \setminus \{\tau_1\}}^\pi (\delta_{\tau_1} I) \subseteq \delta_{\tau_1} + \frac{n}{1-a} \delta_1 \sum_{\tau \in \tau} E_{\tau}^\pi (\delta_{\tau_1} I) \]
\[ \subseteq \sum_{\tau \in \tau} r^\tau (\delta_1 I). \quad (D.8.20) \]

For the base case, where $h(\Pi) < n$, it is the previous inequality. We assume that the inequality holds for $k - 1$. The definition of $(a, n)$-boundedness shows that if $E_{\text{bound}}(\rho) = \mathbb{I}Q(M_{\scriptscriptstyle \Pi}M_{\scriptscriptstyle \Pi})$ there is
\[ (E_{\text{bound}})^m E_{\text{bound}}(I) \subseteq aE_{\text{bound}}(I). \quad (D.8.21) \]

Set $U(\Pi) = \{C(\pi, n) : \pi \in \Pi\}$, we can divide $\Pi$ into two parts: $\Delta$ to be those $\pi$ with $h(\pi) < n$, and the rest with their prefixes in $U(\Pi)$. This is similar to the sequential case.
\[ \sum_{\pi \in \Pi} E_{\pi \setminus \{\tau_1\}}^\pi (\delta_{\tau_1} I) \]
\[ \subseteq \sum_{\pi \in \Delta} E_{\pi \setminus \{\tau_1\}}^\pi (\delta_{\tau_1} I) + \sum_{\pi \in U(\Pi)} E_{\pi \setminus \{\tau_1\}}^\pi (\delta_{\tau_1} I) \quad (D.8.22) \]
\[ \subseteq \delta_{\tau_1} + n \delta_{\tau_1} + \sum_{\tau \in \tau} nr^\tau (\delta_{\tau_1} I) + a \sum_{\pi \in \Pi} E_{\Pi_{\pi \setminus \{\tau_1\}}}^\pi (\delta_{\tau_1} I) \quad (D.8.23) \]
\[ \subseteq \delta_{\tau_1} + \frac{n}{1-a} \delta_{\tau_1} + \sum_{\tau \in \tau} \frac{n}{1-a} r^\tau (\delta_{\tau_1} I) \]
\[ = \sum_{\tau \in \tau} r^\tau (\delta_{\tau_1} I). \quad (D.8.24) \]

This concludes the proof. \qed

## E Test cases of RUS programs

In our experiment in Section 7, we implement the unitary $W$, defined in (3.2.2), with the following quantum circuits. The test cases are randomly taken from the combination of the database of [28]. For each circuit, the zero state $\ket{0}$ specifies the qubits to reset in the beginning and the reflection operator in the loop body. The measurement specifies the condition of termination of the whole loop.

### E.1 The testcase $\text{RUS}_2$

![Diagram](image1)

### E.2 The testcase $\text{RUS}_3$

![Diagram](image2)

### E.3 Experiment details for HS

We set up the Hamiltonian simulation with step $N = 5$, time $t = 0.5$, a typical Hamiltonian $H = X \otimes Z \otimes I + I \otimes X \otimes Z + Z \otimes I \otimes X$ in Ising model and the starting state $\ket{\psi} = \ket{000}$. One kind of variations is the Trotter’s formula program TF as described in Section 6.3. Notice that the order of sub-Hamiltonian evolutions matter in TF, while by symmetry we only consider one order for our $H$: $X \otimes Z \otimes I \rightarrow I \otimes X \otimes Z \rightarrow Z \otimes I \otimes X$. 
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Another variation $H_{\text{noisy}}$ considers noisy channel in the $HS$ program, by adding noise $\mathcal{N}_3$ to the working qubits at the end of $K$. Here we select random $p_1, p_2, p_3$ uniformly in $[0, 0.1]$, and construct $\mathcal{N}_3 = \otimes^3_i (0.9 I + p_i X + (1 - p_i) Z)$ as a noise, where $X, Z$ are as described in Example 6.3. We repeat this selection for 50 times, and present the average statistics. Three approaches are applied and benchmarked: 1) directly calculating the accurate invariant of the programs; 2) utilizing Theorem 6.9; 3) utilizing Theorem 6.13 and direct calculation of diamond norm. The diamond is calculated using QETLAB [20].