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Motivation

● For safety, autonomous vehicles (AVs) need to drive under varying 
lighting, weather, and visibility conditions in different environments

● Internal (e.g. sensors) and external (e.g. environments) factors can 
pose significant challenges to perceptual data processing and affect 
control and decision-making of AVs

● To harden neural network systems against image degradation and 
improve robustness of learning algorithms



Target Task

● Learn to steer in end-to-end autonomous driving
● perception and control

Network

Steering angle



Key Contributions
A scalable training scheme to improve robustness of autonomous driving against 
image corruption, while increasing overall accuracy of learning-based steering 
with adversarial data augmentation

● Among the first to train on single image perturbations, while improving overall 
performance on functional combination of perturbations or previously unseen 
perturbations

● A systematic approach for analyzing, predicting, and quantifying impact of an image 
degradation on network using sensitivity analysis and Fréchet Inception Distance (FID)

● A benchmark that contains autonomous driving datasets with different perturbations 
and comparison on performance of recent methods on different datasets and 
backbones



Pipeline of Our System
● Data generation: perturbed datasets of each factor at multiple levels based on the 

FID-parameterized sensitivity analysis results. 

● Training process: (1) augment the training dataset with “adversarial images” given each 
perturbation, then combine the base and perturbed datasets to maximize overall 
performance iteratively; (2) fine-tune the model in post learning.



Experiments:  Training Data

● Clean Driving Data
-- Audi 2020, Honda 2018, SullyChen 2018, and Waymo 2020

● Single Perturbation:  
-- blur, noise, distortion, R, G, B, H, S, V channels



SullyChen 2018Honda 2018Audi 2020

Examples of Clean Driving Video

Waymo 2020

https://docs.google.com/file/d/1VnzvpPh079UEgTwJdDLQ2Lvt9P_RAhHI/preview
https://docs.google.com/file/d/1-YMl75GWsk-kIM973Uq0X855HGGE3iLT/preview
https://docs.google.com/file/d/1__A7MK4adFONH6jl-GJDFLN-rVeduv0U/preview
https://docs.google.com/file/d/1v_yXRTCrrlx9BjnCZ62hxKRIF6FvkaEE/preview


Images with Single Perturbation

● Blur, noise, and distortion: most commonly used and directly affect image quality



Images with Single Perturbation

● Red, Green, and Blue (RGB):  3 basic color representation of an image



Images with Single Perturbation

● Hue, Saturation and Brightness Value (HSV):  3 common metrics of an image



Single-Perturbation Videos: Blur, Noise, Distortion
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https://docs.google.com/file/d/1emJoF5y4UwYGaCRpdE0qoaxZNEq74irF/preview
https://docs.google.com/file/d/19__7LrxzGefCvddK3-BozLmWH_rzNDfB/preview
https://docs.google.com/file/d/1BFYu6xFsOzwd2GFzbgssG5ukgU2NE1Pw/preview
https://docs.google.com/file/d/12QbA119CQG0OFZqH6P1p0H__HZzz9Vb2/preview
https://docs.google.com/file/d/19anq52n0J4VtaVschYFydW6yJ37Fih-s/preview
https://docs.google.com/file/d/10JIb35E9SkkwDyZkY2P98K2p0AxjLoR_/preview
https://docs.google.com/file/d/1vcXJibHv48tRndV6biTNyn9TiQAkl9XY/preview
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Single-Perturbation Videos:  RGB

https://docs.google.com/file/d/1emJoF5y4UwYGaCRpdE0qoaxZNEq74irF/preview
https://docs.google.com/file/d/10NXIThOK50WfXVewumZyi6me4clBQhkQ/preview
https://docs.google.com/file/d/1gGbsA0pW1EQJuCByz6KqQ4N5JhScemx5/preview
https://docs.google.com/file/d/1wLnqqRxUVZnZWtpyfslra4oCq4ksO-Yk/preview
https://docs.google.com/file/d/1D5XEfUg9zV1EEN3qewebHaPMZEOOPwpn/preview
https://docs.google.com/file/d/1pupCVrXhntdDVOYEYDN0JdFWC2DAjYoz/preview
https://docs.google.com/file/d/1xdmqZ7cmeDiF-TsfDvRhJ4lkVocG8ShE/preview
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Clean

Single-Perturbation Videos:  HSV

https://docs.google.com/file/d/1emJoF5y4UwYGaCRpdE0qoaxZNEq74irF/preview
https://docs.google.com/file/d/1x-Wbz-f1ZcTAcRYK5sJD2oEoQnTNHmZa/preview
https://docs.google.com/file/d/1TUFqHXFdqlw4ILcStpUrbmZiWoqE8rFB/preview
https://docs.google.com/file/d/1iTQb3w8TgeF_YhWK-Mrv-_YuuXnsZtkA/preview
https://docs.google.com/file/d/1W5HYaF8FP0jBXTDkmWOlVVdGBWzCdwaq/preview
https://docs.google.com/file/d/1wprdEIONQKwIGOlJCBvLNg5x2C6g1Qv1/preview
https://docs.google.com/file/d/1ZEQkKY0Q-9TBu6I-PlyENVie1Ua3JLmP/preview


Experiments:  Test Scenarios

● Clean Driving Data

● Single Perturbation

● Combined Perturbation: combinations of all seen factors w/ random severity 

● Unseen Perturbation:  motion blur, zoom blur, pixelate, jpeg compression, 
snow, frost, fog, etc. from ImageNet-C



Combined Perturbation Test Data Samples 



Unseen Perturbation Test Data Samples

left to right (top; bottom):  snow, frost, fog; 
motion blur, zoom blur, pixelate, jpg compression



Analysis:  FID-based Parameterization
● Fréchet Inception Distance (FID): a distance metric considering image pixels & 

features, mean and covariance
● FID vs. Mean Accuracy Difference

○ More sensitive to the channel-level perturbations (i.e., R, G, B, H, S, V channels) than 
the image-level perturbations (i.e., from blur, noise, distortion).

○ least sensitive to blur and noise but most sensitive to the intensity value in V channel.



Experiments – Comparison with 5 different methods

Our method outperforms other SOTA methods 
● Highest maximum & average MA improvements (MMAI & AMMI in %)
● Lowest mean corruption errors (mCE in %)



Experiments – Comparison on 3 backbone networks

Our method outperforms AugMix on 3 networks 
● Highest maximum & average MA improvements (MMAI & AMMI in %)
● Lowest mean corruption errors (mCE in %)



Experiments – Comparison on 4 driving datasets

Our method outperforms AugMix on 4(+1) datasets  
● Highest maximum & average MA improvements (MMAI & AMMI in %)
● Lowest mean corruption errors (mCE in %)



Experiments – Comparison on CIFAR-100 (Classification)

Our method outperforms 7 other methods on 4 different backbones
● Achieving lowest mean corruption errors (mCE in %)



Experiments – Visualization
Saliency map for baseline vs. ours.  With ours, the network can better focus 
on important areas (e.g., road in front) instead of random areas in baseline



Summary

● Leverage sensitivity analysis & FID-based parameterization

● Use adversarial data augmentation on single basis perturbations 
for training, improve performance on complex (combination or 
previously unseen) perturbations 

● Improve accuracy & robustness for autonomous steering

● Achieve significant performance improvement
○ Up to 97% on a single source of image degradation

○ Up to 87% on combinations of multiple perturbations

○ Up to 77% on previously unseen image corruption



Thank you!


