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ABSTRACT

A method to adaptively code multiview videos has been pro-

posed which uses the depth characteristics of automultiscopic

multiview displays. It is found that for the 3D scene seen on

multiview displays, regions appearing at large depths are ren-

dered blurry. The proposed method identifies such regions

and uses fewer bits to code them. Also, greater number of

bits are used for regions which appear sharp on the 3D dis-

plays. The overall quality is better than regular AVC/H.264.

For compatibility with the framework of scalable multiview

coding, we introduce depth scalability. This ensures that the

(hierarchical layerwise) encoded video bitstream can be opti-

mally displayed on various displays with different depth prop-

erties.

Index Terms— Multiview displays, depth dependent

coding.

1. INTRODUCTION

Automultiscopic and autostereoscopic displays show stereo-

scopic and multiview 3D images respectively, that can be

viewed without special glasses. Further, automultiscopic dis-

plays incorporate motion parallax, which gives the viewer

more freedom, i.e. he does not need to keep his head position

fixed. Also, the user can be present anywhere in the reason-

ably big viewing zone. Recently, there has been an effort to

standardize the coding standards of multiview video. These

proposals are based on extensions of the MPEG 4 Part 10

a.k.a H.264 a.k.a AVC video coding standard [1],[2],[3],[4].

These methods take advantage of the correlations between

the different camera view images, and compute the disparity

map. The disparity compensated error frame is coded us-

ing regular or vanilla H.264 method, specifically using the

same quantization matrix for all regions in the error frame.

However, based on a frequency domain analysis of automul-

tiscopic displays, it was shown in [6] that regions of the 3D

scene which are beyond the depth of field of the display ap-

pear blurry to the viewer. We propose a technique to identify

such regions and modify the H.264 coding scheme such that

fewer bits are allocated to these regions. At the same time,

regions which appear sharp on the display are the ones which

suffer the most due to the quantization of the vanilla H.264.

The proposed method addresses this drawback of vanilla

H.264 by allocating more bits (i.e. finer quantization) to such

regions. In other words, there is a reallocation of bits adap-

tively based on the local region depth in the 3D scene being

displayed, and the depth characteristics of the 3D display. In

practice, over a typical network, an encoder is required to

send a video stream which needs to be displayed on different

types of 3D displays. In this regard, the proposed method

fits into the scalable coding framework, since the encoder

can now send a layered video stream; the decoder(s) only use

the required number of layers from the common bitstream

as dictated by the depth of field capacity of their respective

3D display(s). We call this concept depth scalability and is

explained in a later section. We proceed with an overview

of the multiview extensions of H.264 in section 2, and a

frequency space analysis of 3D displays in section 3. The

proposed framework for depth adaptive coding is illustrated

in section 4. In section 5, we outline how this method can

be used practically with simultaneous broadcast to multiple

types of 3D displays. Section 6 presents the results followed

by the conclusion in section 7.

2. MULTIVIEW EXTENSIONS OF H.264

Recently, there have been proposals for extending H.264 for

multiview video [1],[2],[3], [4]. The common feature among

these proposals is disparity compensated predictive coding.

These efforts have been jointly called multiview video coding

(MVC). In MVC, one of the views is chosen as the reference

and is first coded as an intra frame, or (temporal) motion

compensated predictive coded with respect to the same view

images at other time instants. Then, using the reference

view(s), each of the other views are disparity compensated.

Then, the error frame between the disparity compensated and

actual views is calculated, and coded using H.264. Different

coding modes can be used for different macroblocks in the

error frame similar to standard video coding, for example,

motion compensated + residual coding, motion compensa-

tion with or without residual coding, etc. The decisions for

the coding modes for macroblocks in different regions of the

views do not take into account the display properties. The

proposed method tries to incorporate knowledge of the char-

acteristics of common 3D displays into the coding pipeline.

For this, one needs to understand the interaction of the 3D

displays on the scene depth properties, which is explained in
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Fig. 1. The automultiscopic display

the next section.

3. FREQUENCY DOMAIN ANALYSIS OF 3D
DISPLAYS

Figure 1 shows a parallax barrier based automultiscopic dis-

play. The barrier ensures that the left and right eye see differ-

ent views which creates a 3D i.e. depth perception. Due to the

use of multiple views in the display, the user sees new views

for small angles of head tilt/rotation resulting in a realistic

experience.

The ray space representation was introduced in [5] and

extended in [6]. Automultiscopic displays seek to reproduce

the light array for every location and direction in the viewing

zone. We parameterize light rays by their intersection with

two planes. For a parallax-barrier display, we use the paral-

lax barrier plane as the t coordinate, and the high resolution

screen as the v coordinate (Figure 2). We follow [5]’s conven-

tions that the t and v axes have opposite orientations and the

v coordinate of a ray is relative to its t coordinate. All rays in-

tersecting the t plane at one location correspond to one multi-

view pixel, and each intersection with the v plane is a view-

dependent subpixel. We call the number of multi-view pixels

the spatial resolution and the number of view-dependent sub-

pixels per multi-view pixel the angular resolution. The dis-

play rays form a higher dimensional grid in ray space. Each

ray in the top of Figure 2 corresponds to one sample point at

the bottom of the figure. Current digital automultiscopic dis-

plays provide only horizontal parallax, i.e., they sample only

in the horizontal direction on the v plane. Hence, we can treat

each scan line on the t plane independently, which leads to a

two-dimensional ray space. We use the term display view to

denote a slice of ray space with v = const (note that these

views are parallel projections of the scene). Without loss of

generality, we assume the distance between the planes f has

unit length (see Figure 2), and we omit factors f in our equa-

tions.

Display bandwidth: The sampling grid in Figure 2 imposes

a strict limit on the bandwidth that can be represented by the

display, known as the Nyquist limit (Figure 3 left). Let us

denote angular and spatial frequencies by φ and θ, and sample

spacing by Δv and Δt. Then the display bandwidth is given

Fig. 2. The ray-space characterization of the display

Fig. 3. Depth of field of the display

by

H(φ, θ) =
{

1 for |φ| ≤ π/Δv and |θ| ≤ π/Δt,
0 otherwise.

(1)

It was shown in [5] that the spectrum of a light field, or

ray space signal, of a scene with constant depth is given by a

line φ/z + θ = 0, where z is the distance from the t-plane.

From Figure 3, we see that for scenes at depths |z| ≤ Δt/Δv,

their spectral lines intersect the rectangular display bandwidth

on its left and right vertical boundary. (The rectangle corre-

sponds to the prefiltering which removes the aliased lightfield

components). This means these scenes can be shown at the

highest spatial resolution θ = π/Δt of the display. How-

ever, for scenes with |z| > Δt/Δv, their spectra intersect the

display bandwidth on the horizontal boundary. As a conse-

quence, their spatial frequency is reduced to θ = π/(Δvz).
This is below the spatial resolution of the display, hence these

scenes will appear blurry. We call the range |z| ≤ Δt/Δv
that can be reproduced by a given 3D display at maximum

spatial resolution as the ”depth of field” of that display. Re-

maining regions appear blurry and a method to identify them

is described in the next section.

4. THE PROPOSED CODING TECHNIQUE

4.1. Identification of blurry regions on the display

In this section, we try to identify regions of any given 3D

scene which will not be displayed at their full spatial resolu-

tion given a particular 3D display. We explain our procedure

below for identifying regions which are displayed sharply for

the simple case when all the camera positions differ by a
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translation along one axis only. (This could be extended to

arbitrary camera setups with some more work.)

Form epipolar images: Stack corresponding rows of different

view images to form an epipolar image stack. If there are k
views, each view image of size M × N , then the epipolar

stack will have M epipolar images of size k × N each.

Edge detection: On each epipolar image, perform standard

Canny edge detection which returns a binary edge map corre-

sponding to each epipolar image.

Directional filtering: Every binary map is filtered with a set

of directional Gaussian filters of support l × l, each filter is

a rotation and shear of a base Gaussian filter (the base filter

is aligned along the X-Y axes). Let −θ to θ be the angular

range in the epipolar images. This angular range is swept

in (chosen) increments of δ, which means there will be 2θ/δ
directional Gaussian filters.

Flagging the regions with display blur: For each epipolar

edge map, the angle/direction ψ corresponding to the best

filter response is noted. Let -α to α be the epipolar angular

range for which the 3D display considered can render the

scene without blur (i.e. this angular region is directly depen-

dent on the 3D display). Now, a new binary map set B is

created to identify the sharp and blurry regions for the display

(not to be confused with the earlier edge maps). There are k
such maps in the set, one for each view. If −α ≤ ψ ≤ α,

then that region (i.e. corresponding rows across the different

original views) will be rendered sharp on the display, such

locations in the map set B is marked with ’1’and vice versa.

4.2. Adaptive coding

A standard H.264 codec was modified here, but the rate con-

trol and R-D optimization was turned off for easier desired

control on our part. Once the regions which will appear sharp

and blurry have been demarcated, the map set B is fed into

the H.264 codec. During the encoding of every macroblock,

the codec is forced to check if the macroblock lies in the

sharp regions, in which case it chooses a particular quanti-

zation parameter QP sharp, and a different quantization pa-

rameter QP blur for regions which will appear blurry. In

other words, the bits are redistributed such that blurry regions

are more heavily quantized (taking advantage of the fact that

these regions are anyway not rendered well by the display,

hence any distortion is not very visible to the viewer). On the

other hand, more bits are allocated to the regions which ap-

pear sharp. This is in contrast to the standard H.264 reference

codec software, which, due to its fixed quantization param-

eter (QP fixed) for each frame (in the vanilla case), would

have blurred the regions which are rendered sharp by the dis-

play, as well as would have unnecessarily allocated more bits

to regions which would anyway appear blurry on the display.

Instead the proposed adaptive coding takes advantage of the

display characteristics for better bit allocation and quantiza-

tion.

Given a bitrate (i.e. a corresponding QP fixed), and also

f , the fraction of pixels in the present image which appear

sharp on the display (which can be found from B), we il-

lustrate how to choose QP blur and QP sharp. We use the

simple rate-distortion modeling as proposed in [7] based on

the ρ-domain analysis. After the DCT coefficients are quan-

tized with a quantization parameter q, let ρ be the percentage

of zeros among the quantized coefficients. Note that in typi-

cal transform coding systems, ρ monotonically increases with

q. Hence, there is a one-to-one mapping between them. This

implies that, mathematically, rate R and distortion D are also

functions of ρ, denoted by R(ρ) and D(ρ) . A study of the

rate and distortion as functions of ρ is called ρ-domain analy-

sis. It was shown in [7] that:

R(ρ) = θ(1 − ρ) (2)

A scheme for estimating the parameter θ (which depends

on image content) is outlined in [7]. Let Rtotal be our bit bud-

get. First, we encode the regions which will appear sharp on

the display at the desired (lower) QP sharp, which is chosen

according to the desired quality of the regions which appear

in focus. Then we calculate the total number of bits Rsharp to

encode the sharp regions. Therefore, Rblur = Rtotal−Rsharp

is the available number of bits to encode the regions which

appear blurry. Using equation (2), we can estimate the (av-

erage) ρrequired for the blurry regions. Then, we sweep over

the quantization parameters QP blur and quantize the blurry

regions, and calculate the ρactual for each QP blur chosen.

We choose the QP blur for which the ρactual and ρrequired

match closely. Then, the blurry regions are finally quantized

and coded using this value of QP blur.

5. DEPTH SCALABILITY

In the previous sections we assumed that we knew the display

depth of field characteristics. However, in practical cases, this

information may not be available to the encoder. Moreover,

the video might be broadcast over a network, wherein each

end user might have a different display. In such a case, it is

necessary to have a coded bitstream which is playable on all

the different user displays, but at the same time, the encoder

must make use of the display characteristics of all the user

displays. This fits in very well in a scalable video framework.

For this, we introduce a concept called ’Depth Scalability’.

The encoder sends a multi-layered bitstream. The lower lay-

ers contain the bitstream corresponding to the adaptive coding

of the views for the displays with smaller fields of view. The

progressively higher layers contain coded enhancements (in

terms of the high frequency parts corresponding to better spa-

tial resolution) for the regions which will appear sharper on

displays with better fields of view, but not on the displays with

smaller fields of view. Thus, the bitstream can cater to multi-

ple (commonly available) displays. At the receiver, based on

the type of display, only the required portion of the bitstream
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is decoded and used, which corresponds to the depth of field

capacity of the particular display. Thus, ”depth scalability” is

locally adaptive spatial scalability in the scalable video cod-

ing framework.

6. RESULTS

In this section, we compare the proposed method to vanilla

H.264 for 2 multiview sequences, namely ’Elephant’ (Fig-

ures 4 (a) and 4 (b)) and ’Waterfall’(Figures 5 (a) and 5 (b)).

Please zoom in to see the results clearly. The display we used

was a NewSight 32” AD3 automultiscopic display. In the

’Elephant’ sequence, the elephant’s eye and trunk are within

the depth of field of the display, hence the proposed method

performs a finer quantization (QP sharp = 37) on the mac-

roblocks in these regions. This is also true for the face in the

’Waterfall’. For the regions which appear blurry on the dis-

play (the waterfall in the ’Waterfall’ sequence, the leaves in

the ’Elephant’ sequence), a coarser quantization (QP blur =
45) is used, which is calculated as explained before. This is

in contrast to the vanilla H.264 codec which uses the same

QP = 40 for all the macroblocks. The same overall bitrate

was used for both the proposed as well as the standard H.264

schemes. On the 3D display, the sharp regions look much bet-

ter when coded with the proposed method, whereas the blurry

regions do not look worse than vanilla H.264, because of the

blur introduced by the display itself. Also, the blocking arti-

facts are fewer in the prominent sharp regions when the pro-

posed method is used, as is clearly visible in the face region

of the ’Waterfall’ image. Here, we reproduce a frame for each

sequence (Figures 4 and 5) by taking a screenshot of what is

displayed, to get get a visual feel of the proposed method (the

3D effect cannot be fully reproduced on paper here).

(a) Proposed coding (b) Vanilla H.264

Fig. 4. Comparison for Elephant sequence

7. CONCLUSION

A method to adaptively code multiview videos has been pro-

posed based on the depth characteristics of automultiscopic

displays. It is known that the 3D scene seen on such dis-

plays has regions appearing at large depths to be blurry. The

proposed method aims at identifying such regions and using

fewer bits for them, while using more bits for regions which

appear sharp on the 3D displays. This results in an overall

(a) Proposed coding (b) Vanilla H.264

Fig. 5. Comparison for Waterfall sequence

better 3D scene quality than when using vanilla extensions

of H.264. Moreover, this fits well in the framework of scal-

able multiview coding, with the introduction of a new con-

cept which we call depth scalability. Future work involves

the analysis of the amount of prefiltering required when the

views will be compressed. Compression acts as a high fre-

quency suppressor when quantization removes the higher fre-

quencies, which would mean that one could (at least partially)

do away with prefiltering to avoid overly blurring the views.
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