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Figure 1: We introduce silhouette constraints to improve the quality of unconstrained 3D face reconstruction. Here, we show a comparison
between the state of the art approach by Roth et al. [RTL15] and our technique. The 2nd and 5th column are the results from [RTLIS], the
3rd and 6th column are our results. Note how our approach follows more faithfully the silhouettes of the input images, especially around the

nose region.

Abstract

In this paper we introduce silhouette constraints to improve the quality of unconstrained 3D face reconstruction. Previously,
state of the art unconstrained 3D face reconstruction techniques relied solely on photometric consistency and matching sparse
facial landmarks. We show that constraining the silhouettes of the 3D reconstruction to match silhouettes in the input images
can further improve reconstruction quality. Our technique automatically detects silhouettes and iteratively matches silhouette
points computed from the current 3D reconstruction with silhouettes in the input images. We demonstrate that our results
improve on the previous state of the art in unconstrained 3D face reconstruction and that our additional constraints can easily

be included in the iterative reconstruction at little additional cost.

1. Introduction

We consider the problem of 3D face reconstruction from inter-
net photo collections. Our goal is to reconstruct 3D models of
individuals from collections of images in uncontrolled environ-
ments, including variations in illumination, pose, and expression,
which has been called “face reconstruction in the wild” [KSS11]
or “unconstrained 3D face reconstruction” [RTL15]. Such 3D re-
constructions can be useful for face and expression recognition
[LCO5, WYWSO06], or to produce facial animations [LYYB13].

Our work is inspired by recent progress in unconstrained face
recognition by Roth et al. [RTL15]. They leverage state of the art
photometric stereo techniques, recent advances in 2D facial land-
mark estimation, and a full 3D face representation (instead of 2.5D
height fields) to obtain impressive results, considering that the input
consists of images under various illumination conditions, with dif-
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ferent poses and facial expressions, and neither video or stereo data
is included in the input. Nonetheless, the quality of the 3D recon-
structions is limited since the only constraints on the reconstruction
are photometric consistency and correspondence with sparse facial
landmarks.

In this paper, we introduce silhouette constraints to improve the
quality of unconstrained 3D face reconstruction. Our main idea is to
extract silhouette points on the 3D reconstruction, and match them
with automatically detected silhouette points in the input images.
We include these constraints in the 3D reconstruction objective,
which we solve in an iterative process. In each iteration step, we
recompute the silhouette points using the current 3D reconstruction
and update the corresponding contraints in the objective. As a con-
sequence, the silhouettes of the 3D reconstruction converge towards
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the silhouettes in the input images. Our results demonstrate that the
new silhouette constraints lead to higher reconstruction quality.

The rest of this paper is organized as follows: We first review
related work in Section 2, and provide a brief overview of state
of the art unconstrained face reconstruction as proposed by Roth
et al. [RTL15] in Section 3. In Section 4 we introduce the novel
silhouette constraints as our main contribution. Finally, we present
results in Section 5 and conclude in Section 6.

2. Related work

Face Reconstruction from Image Collections. Face reconstruc-
tion “in the wild” from collections of images under uncontrolled il-
lumination, and with varying facial pose and expressions, has been
a long standing problem in computer vision. State of the art meth-
ods are mostly based on photometric stereo, such as the pioneering
work by Kemelmacher-Shlizerman and Seitz [KSS11], and its ex-
tension to video input [SKSS14]. This approach has been improved
recently by Roth et al. [RTL15] who solve for a full 3D mesh in-
stead of a 2.5D height field, and leverage state of the art 2D facial
landmark estimation [YLYL13a]. We build on the work by Roth et
al., but extend it to include silhouette constraints to overcome some
of the limitations of photometric stereo.

Face Tracking and Animation from Video. Research in the
Computer Graphics community has achieved impressive results
for the problem of tracking, reconstructing, and animating faces
based on video data. Generally, state of the art techniques repre-
sent faces and facial expressions using dynamic expression mod-
els, also called blendshape models [CWZ" 14]. While earlier work
relied on RGBD video input [WBLP11, LYYB13, BWP13], it
is now possible to solve the tracking and reconstruction prob-
lem based on RGB video data in real-time at impressive quality.
[CHZ14,CBZB15, GZC*16, TZS*16]. The key idea in this work
is to learn a regression model that maps 2D video frames to 3D
facial landmarks, and then to register the DEM to the 3D land-
marks [CWLZ13]. While this approach required calibration for in-
dividual users, it has then been extended to a calibration-free ap-
proach that iteratively refines the model [CHZ14]. A most recent
extension also synthesizes highly detailed geometry such as wrin-
kles [CBZB15]. The key difference to our work is that these tech-
niques either require calibration for each user, or they rely on the
coherence of video input to adapt the model in an iterative manner.

3. Unconstrained Face Reconstruction

Unconstrained 3D face reconstruction [RTL15] takes as its input
a collection of facial photographs of an individual under uncron-
trolled illumination and various poses and facial expresssions, and
it returns a full 3D reconstruction of the individual’s face rep-
resented by a mesh. The method proceeds by first detecting 2D
landmarks on all input images using the approach by Yan et al.
[YLYL13b]. Next, a 3D template mesh is warped and projected
to 2D to match the 2D landmarks. This leads to an initial, rough
3D reconstruction of the face, and a weak perspective projection
matrix for each input image. Then they improve the 3D reconstruc-
tion by determining surface normals using a photometric stereo ap-
proach, and lastly they perform 3D reconstruction by refining the

rough mesh to match the photometric normals. We briefly review
the main components of this approach.

Template Warping. Given the 2D landmarks, denoted by a vector
W;, for all images i, and a template mesh with p vertices, denoted
by a 3p dimensional vector Xy, the goal is to find a warped mesh
X and weak projection matrices P;, such that the landmarks on X
projected to 2D match the 2D landmarks W;. The key idea is to use
Laplacian surface editing [SCOL*04] to perform mesh deforma-
tion. This leads to a minimization problem

Evarp(X,P) = ||LX — LXo||* + X Y IBDiX = Wi|>, (1)
i

which expresses the intuition that the mesh Laplacian [MDSBO03]
LX of the deformed mesh should stay close to the mesh Laplacian
of the template £Xy. In addition, D; is a selection matrix picking
out the landmarks that have a correspondence in image i, that is, it
is a diagonal matrix with 1 on the diagonal for the vertices corre-
sponding to a landmark and 0 everywhere else.

Equation 1 is solved iteratively. First, the projection matrices are
obtained by fixing the template and solving for P;, which is a lin-
ear least squares problem. Then, the P; are fixed and the deformed
mesh X is obtained in an iterative approach. This is necessary be-
cause the mesh Laplacians £X and £X( are not rotation invariant.
Hence, after each iteration step the mesh Laplacian £X( of the tem-
plate is rotated until it aligns with the Laplacian £X obtained in the
previous step.

Photometric Normals. Next, a photometric stereo technique
[KSS11] is used to estimate per vertex normals on the deformed
template. First, an image reflectance intensity matrix M € R"*” is
constructed, where 7 is the number of images and p the number of
mesh vertices. Each element i, j stores the reflectance intensity of
the pixel in image i that corresponds to vertex j on the mesh, where
correspondence is established by projecting the mesh onto image
i using the projection matrix P;. For non-frontal images some ver-
tices are not visible, which leads to undefined matrix entries that
are filled using matrix completion [ZLMO09]. Matrix M is then fac-
torized using SVD, and the rank-4 approximation estimates a light
matrix L € R™* and shape matrix S € R**P_ which represents the
normals and albedos at each mesh vertex.

The bas-relief ambiguity, that is, LS = (LA™ 1) (AS) with ambigu-
ous factors L and A and any invertible A € R4 is resolved us-
ing the approach by Kemelmacher-Shlizerman and Seitz [KSS11].
First, the images that are modeled well by the rank-4 approxima-
tion, that is, such that |[M — LS|| < &, are selected. Then, the am-
biguity is recovered by solving for argminy ||S" — AS||?, where S’
is the shape vector of the template. After estimating the albedo p,
normals 7 are obtained.

Final Reconstruction. To leverage the vertex normals for final
3D reconstruction, the idea is to exploit the fact that the ver-
tex Laplacians correspond to the vertex normals scaled by the
mean curvature at each vertex [MDSBO03]. Therefore, the shape
(that is, vertex positions) X can be reconstructed from the nor-
mals n by minimizing ||£X — Hn||?, where H is a diagonal ma-
trix storing the mean curvatures at each vertex. The mean curva-
ture H; at vertex i can be estimated based on the vertex normals as
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H;= ﬁ Yjen(i) (cotaij+cotBij))eij - (n; —n;), where N(i) is the
set of incident neighboring vertices of vertex i, A; is the sum of the
triangles’ areas incident to i, ¢;; is the edge from i to j [MDSBO3].

Note that the mean curvature formula degenerates into a 1D ver-
sion on the boundary. This leads to separate constraints on the
boundaries formulated as ||£,X — Kb||*, where Lpij= %, K is
the geodesic curvature along the boundary, and b is the cross prod-
uct between the surface normal and the boundary tangent.

The final mesh is reconstructed by minimizing the energy that
includes the Laplacian constraints on the interior and the boundary
and the 2D landmark constraints

E = ||£X — H n|* + 2| £,X — £X*|* +2, Y ||PDiX — Wi
i

(@3]

Fixing the projection matrices P; makes this a linear least squares
problem for X. It is solved iteratively, however, by updating the
cotan weights to compute the mean curvatures H after each step.
Finally, Roth et al. [RTL15] incorporate a heuristics to deal with
shadowed regions.

While this approach leads to impressive results, we can see that
the reconstructed profile often does not fit well with the input im-
ages, especially around the nose and chin. For example in Fig-
ure 1 the nose is supposed to be taller and the chin should be more
curved. We address these limitations by proposing novel silhouette
constraints to refine the reconstructed face shape, as discussed next.

4. Including Silhouette Constraints

The main idea in our work is to include additional silhouette con-
straints to obtain a better match between the 3D shape and the in-
put images, and by doing so improve the 3D reconstruction. We
achieve this by automatically extracting silhouettes both in the 2D
images, and on the 3D model given the projection onto each im-
age. We then build correspondences between the silhouette points
in each image and on the 3D model (under the projection to each
image), and finally incorporate these silhouette constraints in the fi-
nal 3D reconstruction step. The main steps of our approach proceed
as follows:

1. Reconstruct a rough 3D model by deforming a template and es-
timating initial perspective projection and rotation matrices to
match 2D landmarks, as in the method by Roth et al. [RTL15].

2. Use photometric stereo to estimate per-vertex normals and mean
curvatures as proposed by Roth et al. [RTL15].

3. Using the current projection and rotation matrices, extract 3D
and 2D silhouette candidates for each image. Build up corre-
spondences between 2D and 3D silhouette candidates. Discard
silhouette candidate points that only show up in few images.

4. Reconstruct the face model including the silhouette constraints.
Re-estimate the perspective projection and rotation matrices
based on the updated reconstruction.

5. Go back to step 2 until convergence.

In the following subsections, we will give the details of steps 2
to 4.
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4.1. Silhouette Extraction

To extract silhouettes on the 3D model corresponding to each input
image, we first detect the points on the 3D mesh whose normals
are parallel to the image plane. Given the estimated perspective
projection matrix for the image, we can also estimate the rotation
matrix R; for the image. The view direction can then be estimated
from the rotation matrix. Suppose the direction perpendicular to the
frontal face is the z-axis, then for the i-th image, the view direction
is v; = R;[0,0,1]”.

Silhouette candidate points on the 3D model are those vertices
whose normals are perpendicular to the view direction, that is, the
cosine of the angle between the view direction and the vertex nor-

[vi-n)

> il ll
of vertex j on the 3D mesh and € is a small value near zero. To
avoid noise, we consider as silhouette candidates only those ver-
tices whose sets of incident faces include faces that are front-facing
and faces that are back-facing to the view direction. Among the sil-
houette candidates, those vertices that are occluded by other parts
of the face, for example the nose, have no corresponding edge on
the 2D image. Hence we also discard these points. Occlusions can
easily be detected by ray tracing or rendering the mesh using z-
buffering, for example. The points satisfying the above constraints
are considered as silhouette candidates on the 3D model, which we
denote as X;;;3p-

mal should be near zero < &, where n; is the normal

To guarantee proper extraction of silhouettes from the 2D input
images, we use only the “nonfrontal” images. We estimate the yaw,
pitch and roll of the face pose for each image from the rotation ma-
trix, and we select only those images in which the yaw of the face
is bigger than a threshold. We use a Canny edge detector [Can86]
to identify candidate silhouette points in the 2D images.

4.2. 3D-2D Silhouette Correspondences

Next, we describe how we establish correspondences between 3D
silhouette points on the mesh, and silhouette candidates on the 2D
images. Let X;iB p denote the silhouette candidates on the 3D mesh
for image i. We define this vector via the diagonal matrix A;, which
selects the 3D vertices from the shape X

Xginp = AiX. (3)
Then, we project these points onto the corresponding 2D image
using the current estimation of the projection and rotations matri-
ces. Finally, for each 3D silhouette point projected onto the image,
we establish the correspondence to the closest 2D point in the de-
tected 2D silhouette X;iZZD. The vector B; collects all the 2D points
in X!, , corresponding to each 3D point in X/;3p, (the correspon-
dence is bijective). The k-th 2D point in B; is therefore defined as
the point Xsiz‘IZD., ; such that

. . i ' 2
Jj = argming || P Xg3p x — Xgiop || - 4)

Since the reconstructed model is close to the real shape of the
individual, the projected silhouette P;X/; 5 p.x should not be too far
away from the corresponding edge. In addition, we set a threshold
for the square distance, and if the distance is larger than the thresh-
old, that point will be considered as outlier and rejected. This can
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also reduce the artifacts caused by images containing extreme facial
expressions.

In our approach, the face model is reconstructed from the av-
erage normals of all images. The silhouette points that only ap-
pear in a few images, however, may result in unreliable 3D mesh
reconstructions. This is particularly evident with strong facial ex-
pressions, such as an open mouth. For example, if we extract sil-
houettes from a laughing face, the detected curves of the cheek and
chin are very different from those detected on the face at rest and
match poorly to the silhouettes on the average 3D model. In our
implementation, the silhouette points appearing in fewer than four
images are discarded.

4.3. Reconstruction using Silhouette Constraints

Given the silhouette points on the 3D model and the corresponding
silhouettes in 2D images, we add the silhouette constraints to the
original energy from Equation 2 and obtain an extended energy
E = |LX — H'nl* + 3 L ||PDX — Wi
2, ,
+ M lILpX —LX |7+ A5 Y [|PAX — Bl
i€l
where [;; is the set of indices of the images containing valid silhou-
ette points, A; is the diagonal matrix selecting the 3D vertices ap-
pearing on the silhouette in image i, and B; stores the corresponding
2D silhouette points in image i as described in Section 4.2. Finally,
As is a silhouette constraint weight. While keeping the projection
matrices P; fixed, we find X by solving the linear system

(L2 4+ ML +M Y DiP PDi+)s Y, AP PA)X
i i€l

= LH+ M L5X + M Y (PO )W+ Y, P AB:
i i€l

(6)

5. Results

In this section we present visualizations and results of our algo-
rithm, and demonstrate the improvements over the previous state
of the art method by Roth et al. [RTL15].

Dataset. As input data for our approach we collected photos of
celebrities from various websites. First, we used the Google API
to collect photos by searching for celebrities. However, only less
than half of the results could be used for our experiments. Many of
the returned images are not portrait photos or are photos without
the person of interest. Hence, we collected additional images by
using also the Bing API, websites Mtime and Douban with a python
script to download images for different individuals. For the initial
template used to reconstruct the model, we use the face model from
Zhang et al. [LZS04]. The landmarks are detected using the method
by Kazemi and Sullivan [KS14].

We reconstructed 3D face models of various celebrities, includ-
ing George Clooney (1153 photos), Bruce Willis (834), Edward
Norton (706), Tom Cruise (710), WentworthMiller(776), Colin
Firth (824), James McAvoy (1125), and Tom Hanks (862). The
photos which are used to extract silhouettes take up around 10%
of the total amount for each individual. All photos were collected

Figure 2: The silhouette on the 3D mesh projected to the image
(red points) in iteration 1, 4 and 7 of our main iteration loop (Sec-
tion 4). The silhouette gets closer and closer to the real silhouette
as the iteration progresses. We update the silhouette points on the
3D mesh in each iteration.

Figure 3: We compare 3D silhouette points projected onto input
images that were obtained after convergence with our silhouette
constraints (green points) and without (red points) for three dif-
ferent individuals. Our approach clearly leads to a more faithful
reconstruction of the true silhouettes in the input images.

from the internet as mentioned above. We use OpenCV to crop the
images to keep the face only. We do not scale the image size, and
retain the resolution of the downloaded (cropped) image. The pho-
tos are completely unconstrained, including unknown illumination,
pose, and facial expressions. Figure 5 shows a comparison of our
results and the results from our implementation of the method by
Roth et al. [RTL15]. In the profile views, we can see that our results
are more accurate around the nose, chin, and around the eyes. In our
method we observe a higher level of detail and less oversmoothing,
because the silhouette constraints lead to better correspondences
between the 3D mesh and the input images. In turn, these corre-
spondences help estimate more accurate photometric normals.

Silhouette Constraint Visualization. In Figure 2 we visualize the
silhouette on the 3D mesh by projecting the 3D silhouette points
onto an input image as our main iteration loop (Section 4) pro-
gresses. We see how the projected silhouette points approximate
the silhouette in the input image better and better. Figure 3 com-
pares the silhouettes of the 3D reconstruction obtained with (green
points) and without (red points) the silhouette constraints after con-
vergence for three different individuals. Our silhouette constraints
lead to more accurate correspondences with the true silhouettes in
the input images.

Ground-truth Comparison. Figure 4 shows a comparison of
our approach with silhouette constraints to the technique by Roth
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et al. [RTL15] with respect to a ground truth 3D geometry obtained
using an Artec Eva 3D scanner. We use 807 images of the volun-
teer. We align the reconstructed faces with the ground truth using
the landmarks on the two meshes. Then, we compute the Euclidean
distance from each vertex on the ground truth to the closest point on
the reconstructed mesh and normalize the distances. Figure 4 shows
a color coded visualization of the distances, where red corresponds
to big distances to the ground truth, and green represents small dis-
tances. We observe that our result matches better the ground truth
especially in the area around the nose and the chin.

o

Figure 4: Distance visualization between a ground truth 3D face
acquired using an Artec Eva 3D scanner, and reconstructed faces
without (left) and with (right) the silhouette constraints. Red in-
dicates larger distances and green smaller ones. Using silhouette
constraints leads to smaller errors in particular in the area around
the nose. The range of the distance is 0-20mm from green to red.
The Ist column are the results from [RTLI5], the 2nd column are
our results.

We plot the results in Figure 5. To compare the results , we re-
implement the method in [RTL15]. We test their method with the
same dataset used in our implementation. We also generated results
with the code made available by Roth et al. [RTL15], but unfortu-
nately this produced inferior results as shown in Figure 6 . Since
they only provide a binary executable, we could not investigate the
cause of this issue further.
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6. Conclusions

We described a method for unconstrained 3D face reconstruction
for image collections of individuals dowloaded from the internet,
which exhibit unknown illumination, pose, and facial expressions.
Our key idea is to introduce silhouette constraints, which are itera-
tively extracted and updated on the reconstructed 3D mesh, and put
into correspondence with edges in each input image. We demon-
strate that taking into account our silhouette constraints generally
leads to more detailed and accurate 3D reconstructions. In the fu-
ture, we believe that unconstrained face recognition can be further
improved by using dynamic expression models, instead of a single
template mesh with a neutral facial expression.
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Figure 5: Comparison results of different individuals between the state of the art technique by Roth et al. [RTL15] and our approach. The
2nd and 5th column are the results from [RTLI15], the 3rd and 6th column are our results. In our results, the nose and chin areas generally
fit better to the real image. Our results tend to exhibit less oversmoothing and more geometric detail also around the eyes.
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Figure 6: Comparison results of different individuals between the state of the art technique by Roth etughidRI Lifiov] vidadiouanappieaih. ohs
2nd and 5th column are the results from the code made available from [RTLI15], the 3rd and 6th column are our results.



